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1. Summary 
 
 This report describes the research activities we have conducted at NCSU for our NEUP 

project. The work toward achieving the objectives of the project is reported. The significant 
achievements and accomplishments are presented. A number of numerical experiments are 
conducted to demonstrate that the goal of the proposed work has been successfully achieved. 
Issues, recommendations, and future work are discussed.   

   
2. Introduction 

 
 The accuracy of many finite-volume and finite-element methods currently used in 
computational fluid dynamics is at best second order. These well established and fairly mature 
research and production CFD methods are able to provide orders of improvements in comparison 
to 1st order methods. In spite of an exhaustive effort on all possible refinements and 
improvements on their efficiency and robustness, the second-order CFD methods can hardly 
achieve the designed second-order accuracy in practice on unstructured tetrahedral grids, and 
therefore cannot deliver engineering-required accuracy in time for a variety of applications. 
Furthermore, Uncertainty Quantification (UQ) for a requested simulation using a second-order 
method can only be provided by a higher-order (>2nd) method. 
 
 Over the last several years, it has become clear that orders of magnitude improvements in 
both accuracy and efficiency can be achieved by replacing second-order methods with higher-
order methods in CFD. This recognition has opened previously unimaginable opportunities to 
tackle a variety of complex flow problems in science and engineering. However, the promise of 
these methods has remained, to a great extent, unrealized because of the several difficulties 
raised by the application of these methods to flow problems of practical interests. 
 
 As the leader of higher-order methods in CFD applications, the discontinuous Galerkin 
(DG) methods1-28 have received many attentions recently. The discontinuous Galerkin methods 
(DGM) combine two advantageous features commonly associated with finite element and finite 
volume methods (FVM). As in classical finite element methods, accuracy is obtained by means 
of high-order polynomial approximation within an element rather than by wide stencils as in the 
case of FVM. The physics of wave propagation is, however, accounted for by solving the 
Riemann problems that arise from the discontinuous representation of the solution at element 
interfaces. In this respect, the methods are therefore similar to FVM. What is known so far about 
these methods offers a tantalizing glimpse of their full potential. Indeed, what set these methods 
apart from the crowd are many distinct, attractive features they possess: 1) They have several 
useful mathematical properties with respect to conservation, stability, and convergence; 2) The 
methods can be easily extended for higher-order (>2nd) approximation; 3) The methods are well 
suited for complex geometries since they can be applied on arbitrary grids. In addition, the 
methods can also handle non-conforming elements, where the grids are allowed to have hanging 
nodes; 4) The methods are highly parallelizable, as they are compact and each element is 
independent. Since the elements are discontinuous, and the inter-element communications are 
minimal, domain decomposition can be efficiently employed. The compactness also allows for 
structured and simplified coding for the methods; 5) They can easily handle adaptive strategies, 
since refining or coarsening a grid can be achieved without considering the continuity restriction 
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commonly associated with the conforming elements. The methods allow easy implementation of 
hp-refinement, for example, the order of accuracy, or shape, can vary from element to element. 
6) They have the ability to compute low Mach number flow problems without recourse to the 
time-preconditioning techniques normally required for the finite volume methods. In contrast to 
the enormous advances in the theoretical and numerical analysis of the DGM, the development 
of a viable, attractive, competitive, and ultimately superior DG method over the more mature and 
well-established second order methods is relatively an untouched area. This is mainly due to the 
fact that the DGM have a number of weaknesses that have yet to be addressed, before they can 
be robustly used for flow problems of practical interest in a complex configuration environment. 
In particular, there are three most challenging and unresolved issues in the DGM: a) how to 
efficiently discretize diffusion terms required for the Navier-Stokes equations, b) how to 
effectively control spurious oscillations in the presence of strong discontinuities, and c) how to 
develop efficient time integration schemes for time accurate and steady-state solutions. Indeed, 
compared to the finite element methods and finite volume methods, the DG methods require 
solutions of systems of equations with more unknowns for the same grids. Consequently, these 
methods have been recognized as expensive in terms of both computational costs and storage 
requirements.  
 
 Our research effort has been to bridge this gap between potential and reality by 
developing a higher-order reconstructed discontinuous Galerkin (rDG) method18-28 that can 
provide significant improvements in accuracy and efficiency for solving a variety of complex 
flow problems compared to today's state-of-the-art second order methods. In reconstructed DG 
methods, termed rDG(PnPm),  Pn indicates that a piecewise polynomial of degree of n is used to 
represent a DG solution, and Pm represents a reconstructed polynomial solution of degree of m 
(m≥n) that is used to compute the fluxes. The rDG(PnPm) schemes are designed to enhance the 
accuracy of the discontinuous Galerkin method by increasing the order of the underlying 
polynomial solution. The beauty of the rDG(PnPm) schemes is that they provide a unified 
formulation for both finite volume and DG methods, and contain both classical finite volume and 
standard DG methods as two special cases of rDG(PnPm) schemes, and thus allow for a direct 
efficiency comparison. When n=0, i.e. a piecewise constant polynomial is used to represent a 
numerical solution, rDG(P0Pm) is nothing but classical high order finite volume schemes, where 
a polynomial solution of degree m (m ≥1) is reconstructed from a piecewise constant solution. 
When m=n, the reconstruction reduces to the identity operator, and rDG(PnPn) scheme yields a 
standard DG method. Our lately developed reconstructed discontinuous Galerkin method based 
on a hierarchical WENO reconstruction36,37 is designed not only to reduce the high computing 
costs for the DG methods, but also to avoid spurious oscillations in the vicinity of strong 
discontinuities, thus effectively overcoming the two shortcomings of the DG methods. Our 
numerical experiments for a variety of flow problems indicate that the rDG(P1P2) method is able 
to capture shock waves within one cell without any spurious oscillations, achieve the designed 
third-order of accuracy: one order accuracy higher than the underlying DG method, and thus 
significantly increase its accuracy without significant increase in computing costs and memory 
requirements. 
 

3. Research Activities 
 

  The main objective of the research effort in this project is to develop, apply, and 
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implement an advanced Computational Fluid Dynamics (CFD) technology that can be used in a 
next generation simulation code for design and safety analysis of advanced nuclear energy 
systems. The main research efforts involved in this project can be divided into three tasks: 1) 
Development and assessment of a third order spatial discretization method based on a 
reconstructed discontinuous Galerkin for the compressible Navier-Stokes equations on 
unstructured hybrid grids; 2) Development and implementation of a third-order implicit temporal 
discretization method for the rDG ; and 3) Verification and Validation of.  The work performed 
in these three areas for this project is detailed below. 
 
3.1 Development of a class of reconstructed DG methods on arbitrary grids  
 

 The objective of this task is to develop and assess a class of reconstructed discontinuous 
Galerkin methods for solving compressible flow problems on arbitrary grids. The reconstructed 
DG (rDG) methods, termed PnPm schemes and were introduced by Dumber et al.18-20, where Pn 
indicates that a piecewise polynomial of degree of n is used to represent a DG solution, and Pm 
represents a reconstructed polynomial solution of degree of m (m≥n) that is used to compute the 
fluxes. The beauty of PnPm schemes is that they provide a unified formulation for both finite 
volume and DG methods, and contain both classical finite volume and standard DG methods as 
two special cases of PnPm schemes, and thus allow for a direct efficiency comparison. When 
n=0, i.e. a piecewise constant polynomial is used to represent a numerical solution, P0Pm is 
nothing but classical high order finite volume schemes, where a polynomial solution of degree m 
(m ≥1)  is reconstructed from a piecewise constant solution. When m=n, the reconstruction 
reduces to the identity operator, and PnPn scheme yields a standard DG method.  

 
 Obviously, the construction of an accurate and efficient reconstruction operator is crucial 

to the success of the PnPm schemes.  In Dumbser's work, this is achieved using a so-called in-
cell recovery, where recovered equations are obtained using a L2 projection, i.e., the recovered 
polynomial solution is uniquely determined by making it indistinguishable from the underlying 
DG solutions in the contributing cells in the weak sense. The resultant over-determined system is 
then solved using a least-squares method that guarantees exact conservation, not only of the cell 
averages but also of all higher order moments in the reconstructed cell itself, such as slopes and 
curvatures. However, this conservative least-squares recovery approach is computationally 
expensive, as it involves both recovery of a polynomial solution of higher order and least-squares 
solution of the resulting over-determined system. Furthermore, the recovery might be 
problematic for a boundary cell, where the number of the face-neighboring cells might be not 
enough to provide the necessary information to recover a polynomial solution of a desired order. 

 
 Fortunately, recovery is not the only way to obtain a polynomial solution of higher order 

from the underlying discontinuous Galerkin solutions. Rather, reconstruction widely used in the 
finite volume methods provides an alternative, probably a better choice to obtain a higher-order 
polynomial representation. Luo et al.26-28 develop a reconstructed discontinuous Galerkin method 
using a Taylor basis13 for the solution of the compressible Euler and Navier-Stokes equations on 
arbitrary grids, where a higher order polynomial solution is reconstructed by use of a strong 
interpolation, requiring point values and derivatives to be interpolated on the face-neighboring 
cells. The resulting over-determined linear system of equations is then solved in the least-squares 
sense. This reconstruction scheme only involves the von Neumann neighborhood, and thus is 
compact, simple, robust, and flexible. Furthermore, the reconstruction scheme guarantees exact 
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conservation, not only of the cell averages but also of their slopes due to a judicious choice of 
our Taylor basis.  

 
 More recently, Zhang et al.29,30 presented a class of hybrid DG/FV methods for the 

conservation laws, where the second derivatives in a cell are obtained  from the first derivatives 
in  the cell itself and its neighboring cells using a Green-Gauss reconstruction widely used in the 
finite volume methods. This provides a fast, simple, and robust way to obtain a higher-order 
polynomial solutions. The numerical experiments indicate that this efficient reconstruction 
scheme is able to achieve a third-order accuracy: one order accuracy higher than the underlying 
second order DG method. 

 
 A comparative study has been conducted to assess the performance of these three 

reconstruction methods31-32. The numerical experiments indicate that all three reconstructed 
discontinuous Galerkin methods can deliver the desired third order of accuracy and significantly 
improve the accuracy of the underlying second-order DG method, although the least-squares 
reconstruction method provides the best performance in terms of both accuracy and robustness.  

 
 Unfortunately, the attempt to extend this rDG method to solve 3D Euler equations on 

tetrahedral grids was not successful. Like the second order cell-centered finite volume methods 
rDG(P0P1)33, the resultant rDG(P1P2) method is unstable. Although rDG(P0P1) methods are in 
general stable in 2D and on Cartesian or structured grids in 3D, they suffer from the so-called 
linear instability on unstructured tetrahedral grids, when the reconstruction stencils only involve 
von Neumann neighborhood, i.e., adjacent face-neighboring cells33. The rDG(P1P2) method 
exhibits the same linear instability, which can be overcome by using  extended stencils. 
However, this is achieved at the expense of sacrificing the compactness of the underlying DG 
methods. Furthermore, these linear reconstruction-based DG methods will suffer from non-
physical oscillations in the vicinity of strong discontinuities for the compressible Euler 
equations. Alternatively, ENO, WENO, and HWENO can be used to reconstruct a higher-order 
polynomial solution, thereby not only enhancing the order of accuracy of the underlying DG 
method but also achieving both linear and non-linear stability. This type of hybrid HWENO+DG 
schemes has been presented on 1D and 2D structured grids by Balsara et al.34, where the 
HWENO reconstruction is relatively simple and straightforward.  

 
 Our effort has been focused on developing a Reconstructed Discontinuous Galerkin 

method, rDG(P1P2), based on a WENO reconstruction using a Taylor basis13 for solving 
compressible flow problems on hybrid grids. This rDG(P1P2) method is designed not only to 
reduce the high computing costs of the DGM, but also to avoid spurious oscillations in the 
vicinity of strong discontinuities, thus effectively addressing the two shortcomings of the DGM. 
In this rDG(P1P2) method, a quadratic solution is first reconstructed to enhance the accuracy of 
the underlying DG method in two steps: (1) all second derivatives on each cell are first 
reconstructed using the solution variables and their first derivatives from adjacent face-
neighboring cells via a strong interpolation; (2) the final second derivatives on each cell are then 
obtained using a WENO strategy based on the reconstructed second derivatives on the cell itself 
and its adjacent face-neighboring cells. This reconstruction scheme, by taking advantage of 
handily available and yet valuable information namely the gradients in the context of the DG 
methods, only involves von Neumann neighborhood and thus is compact, simple, robust, and 
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flexible. As the underlying DG method is second-order, and the basis functions are at most linear 
functions, fewer quadrature points are then required for both domain and face integrals, and the 
number of unknowns (the number of degrees of freedom) remains the same as for the DG(P1). 
Consequently, this rDG method is more efficient than its third order DG(P2) counterpart. The 
gradients of the quadratic polynomial solutions are then modified using a WENO reconstruction 
in order to eliminate non-physical oscillations in the vicinity of strong discontinuities, thus 
ensuring the non-linear stability of the RDG method. The developed rDG(P1P2) method is used 
to compute a variety of flow problems ranging from nearly incompressible flows to supersonic 
flows on hybrid grids to demonstrate its accuracy, robustness, versatility, and essentially non-
oscillatory property. The presented numerical results indicate that this rDG(P1P2) method is able 
to 1) capture shock waves sharply essentially without any spurious oscillations, 2) provide the 
accurate simulations for a wide range of flow regimes from nearly incompressible flows to 
supersonic flows without using time-derivatives preconditioning methods, without modifying the 
Riemann flux functions, and without adjusting any parameters, and 3) achieve the designed 
third-order of accuracy for smooth flows: one order accuracy higher than the underlying DG(P1) 
method, and thus significantly increase its accuracy without significant increase in computing 
costs and memory requirements.  

  
 Our work on the development of this rDG method has been published in a number of 

papers. Two papers published in journal of computational physics are attached in appendix 1 of 
this report for the sake of completeness. 
 
3.2. Development of an accurate, efficient higher-order method for temporal discretization  

  Our ultimate objective is to develop an overall third-order accurate numerical method in 
both space and time for the solution of the compressible Navier-Stokes equations on 3D hybrid 
grids. The focus of this task is placed on the development of a robust high-order fully-implicit 
temporal discretization for the rDG methods. This research work is strongly motivated by the 
need to develop an accurate and fast arbitrary high-order implicit method for solving time-
accurate flow problems in order to keep the overall higher-accuracy of the higher-order 
reconstructed discontinuous Galerkin methods. It has been conclusively demonstrated in the 
literature that the use of higher order methods in space alone does not ensure a more accurate 
solution in that the error deduced by the time-stepping methods can be dominant. Explicit 
methods such as multi-stage Runge-Kutta schemes may be the only choice for certain unsteady 
applications such as shock wave and transition simulations, when the time scales of interest are 
small, or more precisely, when they are comparable to the spatial scales. However, when dealing 
with many low reduced frequency phenomena with disparate temporal and spatial scales, explicit 
methods are notoriously time-consuming, since the allowable time step is much more restrictive 
than that needed for an acceptable level of time accuracy. Therefore, it is desirable to develop a 
fully implicit method, where the time step is solely determined by the temporal accuracy 
consideration for the flow physics and is not limited by the numerical stability consideration. 
Implicit methods, such as the first-order accurate backward Euler scheme, the Crank-Nicholson 
method, and the second-order backward differentiation formula, can be used for these types of 
problems. These time integration schemes are relatively efficient because they solve only one 
implicit set of equations per time step. However, they require a fixed time step, thus rendering 
them less efficient. They are not A-stable, thus rendering them less robust. They only provide a 
second-order temporal accuracy, thus rendering them less accurate. The development of accurate 
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and fast arbitrary high-order implicit methods is needed in order to keep the overall higher-
accuracy and higher-efficiency of the higher-order discontinuous Galerkin methods. Recently, a 
diagonally implicit Runge-Kutta (IRK) method, originally developed by Bijl et al38 for the finite 
volume solutions of the Navier-Stokes equations is extended by Wang et al.39 to solve the 
compressible Euler equations using higher-order discontinuous Galerkin methods. They 
conclude that the diagonally implicit Runge-Kutta method is more efficient than the second-
order time integration schemes. We have extended and implemented IRK method for the time 
accurate solutions of the compressible Navier-Stokes equations on arbitrary grids using the 
reconstructed discontinuous Galerkin method40,41.  A system of nonlinear equations arising from 
a diagonally implicit Runge-Kutta temporal discretization of the unsteady Euler and Navier-
Stokes equations is solved at each time step using a pseudo-time marching approach. The 
resulting systems of linear algebraic equations are solved using the GMRES+LU-SGS method. 
Three approaches: analytical derivation, divided differencing, and automatic differentiation (AD) 
are presented, developed, and compared to construct the Jacobian matrix. The developed implicit 
rDG method is used to compute a variety of unsteady flow problems on 3D hybrid grids. The 
numerical results obtained indicate that the use of the present implicit methods lead to orders of 
improvements in performance over its explicit counterpart, while without significant increase in 
memory requirements and that the implicit method where the construction of Jacobian matrix is 
based on the AD approach performs the best in terms of robustness and efficiency.   

 
 Our work on the development of implicit methods for the rDG method has been 

published in a number of papers. Two papers published in journal of Computers & Fluids are 
attached in appendix 2 of this report for the sake of completeness. 

  
4. Conclusions and Recommendations 

  
A reconstructed discontinuous Galerkin method has been developed for the compressible 

flows at all speeds. The developed rDG has been used to compute a variety of flow problems to 
assess its accuracy and test its robustness for a variety of compressible flows. The numerical 
experiments clearly demonstrate that the developed rDG(P1P2) method is able to achieve the 
designed third-order accuracy: one order accuracy higher than the underlying DG method, and 
obtain the accurate solutions for a wide range of flow regimes from nearly incompressible flows 
to supersonic flows without adjustment of any parameters and without recourse to the time-
derivative preconditioning methods. 
 

Although the execution of this project meets or exceeds our initial expectations, there are 
so many topics that can be pursued as a follow-up of this project. In particular, 1) 
implementation of this rDG method in RELAP-7 for hydraulics in the framework of MOOSE 
and 2) development of a two-phase flow capability using the rDG method in the framework of 
MOOSE, are two projects on which we are ready to collaborate with our colleagues at INL.  
  

5. Accomplishments 
 

The most significant accomplishment in this project is probably that we are able to 
demonstrate the accuracy, efficiency, robustness, and non-oscillatory property of our rDG 
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method. The developed rDG(P1P2) method not only enhances the accuracy of  discontinuous 
Galerkin method but also avoids spurious oscillation in the vicinity of discontinuities, which is 
crucial for the simulation of the two phase flow problems. This rDG method truly signifies a 
giant leap towards development of higher-order CFD code for application of complex flow 
problems in nuclear engineering.   
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a b s t r a c t

A Hermite WENO reconstruction-based discontinuous Galerkin method RDG(P1P2),
designed not only to enhance the accuracy of discontinuous Galerkin method but also to
ensure linear stability of the RDG method, is presented for solving the compressible Euler
equations on tetrahedral grids. In this RDG(P1P2) method, a quadratic polynomial solution
(P2) is first reconstructed using a least-squares method from the underlying linear polyno-
mial (P1) discontinuous Galerkin solution. By taking advantage of handily available and yet
invaluable information, namely the derivatives in the DG formulation, the stencils used in
the reconstruction involve only von Neumann neighborhood (adjacent face-neighboring
cells) and thus are compact and consistent with the underlying DG method. The final qua-
dratic polynomial solution is then obtained using a WENO reconstruction, which is neces-
sary to ensure linear stability of the RDG method. The developed RDG method is used to
compute a variety of flow problems on tetrahedral meshes to demonstrate its accuracy,
efficiency, robustness, and versatility. The numerical experiments demonstrate that the
developed RDG(P1P2) method is able to maintain the linear stability, achieve the designed
third-order of accuracy: one order accuracy higher than the underlying DG method without
significant increase in computing costs and storage requirements.

! 2012 Elsevier Inc. All rights reserved.

1. Introduction

The discontinuous Galerkin methods [1–28] (DGM) have recently become popular for the solution of systems of conser-
vation laws. Originally introduced for the solution of neutron transport equations [1], nowadays they are widely used in
computational fluid dynamics, computational acoustics, and computational magneto-hydrodynamics. The discontinuous
Galerkin methods combine two advantageous features commonly associated with finite element and finite volume methods.
As in classical finite element methods, accuracy is obtained by means of high-order polynomial approximation within an
element rather than by wide stencils as in the case of finite volume methods. The physics of wave propagation is, however,
accounted for by solving the Riemann problems that arise from the discontinuous representation of the solution at element
interfaces. In this respect, the DG methods are similar to finite volume methods. The discontinuous Galerkin methods have
many attractive features: (1) they have several useful mathematical properties with respect to conservation, stability, and
convergence; (2) the methods can be easily extended to higher-order (>2nd) approximation; (3) the methods are well suited
for complex geometries since they can be applied on unstructured grids. In addition, the methods can also handle non-con-
forming elements, where the grids are allowed to have hanging nodes; (4) the methods are highly parallelizable, as they are
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compact and each element is independent. Since the elements are discontinuous, and the inter-element communications are
minimal, domain decomposition can be efficiently employed. The compactness also allows for structured and simplified cod-
ing for the methods; (5) they can easily handle adaptive strategies, since refining or coarsening a grid can be achieved with-
out considering the continuity restriction commonly associated with the conforming elements. The methods allow easy
implementation of hp-refinement, for example, the order of accuracy, or shape, can vary from element to element; (6) they
have the ability to compute low Mach number flow problems without recourse to the time-preconditioning techniques nor-
mally required for the finite volume methods. In contrast to the enormous advances in the theoretical and numerical analysis
of the DGM, the development of a viable, attractive, competitive, and ultimately superior DG method over the more mature
and well-established second order finite volume methods is relatively an untouched area. This is mainly due to the fact that
the DGM have a number of weaknesses that have yet to be addressed, before they can be robustly used for flow problems of
practical interest in a complex configuration environment. In particular, how to effectively control spurious oscillations in
the presence of strong discontinuities, and how to reduce the computing costs for the DGM remain the two most challenging
and unresolved issues in the DGM. Indeed, compared to the finite element methods and finite volume methods, the DGM
require solutions of systems of equations with more unknowns for the same grids. Consequently, these methods have been
recognized as expensive in terms of both computational costs and storage requirements.

In order to reduce high costs associated with the DGM, Dumbser et al. [18–20] have introduced a new family of recon-
structed DGM, termed PnPm schemes and referred to as RDG(PnPm) in this paper, where Pn indicates that a piecewise poly-
nomial of degree of n is used to represent a DG solution, and Pm represents a reconstructed polynomial solution of degree of
m (m P n) that is used to compute the fluxes. The RDG(PnPm) schemes are designed to enhance the accuracy of the discon-
tinuous Galerkin method by increasing the order of the underlying polynomial solution. The beauty of RDG(PnPm) schemes is
that they provide a unified formulation for both finite volume and DGM, and contain both classical finite volume and stan-
dard DG methods as two special cases of RDG(PnPm) schemes, and thus allow for a direct efficiency comparison. When n = 0,
i.e. a piecewise constant polynomial is used to represent a numerical solution, RDG(P0Pm) is nothing but classical high order
finite volume schemes, where a polynomial solution of degree m(m P 1) is reconstructed from a piecewise constant solution.
When m = n, the reconstruction reduces to the identity operator, and RDG(PnPn) scheme yields a standard DG method.

Obviously, the construction of an accurate and efficient reconstruction operator is crucial to the success of the RDG(PnPm)
schemes. In Dumbser’s work, a higher order polynomial solution is reconstructed using a L2 projection, requiring it indistin-
guishable from the underlying DG solutions in the contributing cells in the weak sense. The resultant over-determined sys-
tem is then solved using a least-squares method that guarantees exact conservation, not only of the cell averages but also of
all higher order moments in the reconstructed cell itself, such as slopes and curvatures. However, this conservative least-
squares reconstruction approach is computationally expensive, as the L2 projection, i.e., the operation of integration, is
required to obtain the resulting over-determined system. Furthermore, the reconstruction might be problematic for a bound-
ary cell, where the number of the face-neighboring cells might be not enough to provide the necessary information to re-
cover a polynomial solution of a desired order. However, the projection-based reconstruction is not the only way to
obtain a polynomial solution of higher order from the underlying discontinuous Galerkin solutions. In a reconstructed DG
method using a Taylor basis [26–28] developed by Luo et al. for the solution of the compressible Euler and Navier–Stokes
equations on arbitrary grids, a higher order polynomial solution is reconstructed by use of a strong interpolation, requiring
point values and derivatives to be interpolated on the face-neighboring cells. The resulting over-determined linear system of
equations is then solved in the least-squares sense. This reconstruction scheme only involves von Neumann neighborhood,
and thus is compact, simple, robust, and flexible. Like the projection-based reconstruction, the strong reconstruction scheme
guarantees exact conservation, not only of the cell averages but also of their slopes due to a judicious choice of the Taylor
basis. More recently, Zhang et al. [29,30] presented a class of hybrid DG/FV methods for the conservation laws, where the
second derivatives in a cell are obtained from the first derivatives in the cell itself and its neighboring cells using a
Green–Gauss reconstruction widely used in the finite volume methods. This provides a fast, simple, and robust way to obtain
higher-order polynomial solutions. Lately, Luo et al. [31,32] have conducted a comparative study for these three recon-
structed discontinuous Galerkin methods RDG(P1P2) by solving 2D Euler equations on arbitrary grids. It is found that all three
reconstructed discontinuous Galerkin methods can deliver the desired third order of accuracy and significantly improve the
accuracy of the underlying second-order DG method, although the least-squares reconstruction method provides the best
performance in terms of both accuracy and robustness.

However, the attempt to extend our RDG method to solve 3D Euler equations on tetrahedral grids was not successful. Like
the second order cell-centered finite volume methods, i.e., RDG(P0P1), the resultant RDG(P1P2) methods are unstable.
Although RDG(P0P1) methods are in general stable in 2D and on Cartesian or structured grids in 3D, they suffer from the
so-called linear instability on unstructured tetrahedral grids, when the reconstruction stencils only involve von Neumann
neighborhood, i.e., adjacent face-neighboring cells [33]. Unfortunately, the RDG(P1P2) method exhibits the same linear
instability, which can be overcome by using extended stencils. However, this is achieved at the expense of sacrificing the
compactness of the underlying DG methods. Furthermore, these linear reconstruction-based DG methods will suffer from
non-physical oscillations in the vicinity of strong discontinuities for the compressible Euler equations. Alternatively, ENO,
WENO, and HWENO can be used to reconstruct a higher-order polynomial solution, thereby not only enhancing the order
of accuracy of the underlying DG method but also achieving both linear and non-linear stability. This type of hybrid HWE-
NO+DG schemes has been developed on 1D and 2D structured grids by Balsara et al. [34], where the HWENO reconstruction
is relatively simple and straightforward.
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The objective of the effort discussed in this paper is to develop a Reconstructed Discontinuous Galerkin method,
RDG(P1P2), based on a Hermite WENO reconstruction using a Taylor basis [13] for the solution of the compressible Euler
equations on unstructured tetrahedral grids. This HWENO-based RDG method is designed not only to reduce the high com-
puting costs of the DGM, but also to avoid spurious oscillations in the vicinity of strong discontinuities, thus effectively over-
coming the two shortcomings of the DGM and ensuring the stability of the reconstructed DG method. In this RDG(P1P2)
method, a quadratic solution is obtained in two steps: (1) all second derivatives on each cell are first reconstructed using
the solution variables and their first derivatives from adjacent face-neighboring cells via a strong interpolation; (2) the final
second derivatives on each cell are then obtained using a WENO strategy based on the reconstructed second derivatives on
the cell itself and its adjacent face-neighboring cells. This reconstruction scheme, by taking advantage of handily available
and yet valuable information namely the gradients in the context of the DG methods, only involves von Neumann neighbor-
hood and thus is compact, simple, robust, and flexible. As the underlying DG method is second-order, and the basis functions
are at most linear functions, fewer quadrature points are then required for both domain and face integrals, and the number of
unknowns (the number of degrees of freedom) remains the same as for the DG(P1). Consequently, this RDG method is more
efficient than its third order RDG(P2P2) counterpart. The developed RDG method is used to compute a variety of flow prob-
lems on tetrahedral grids to demonstrate its accuracy, efficiency, and robustness. The presented numerical results indicate
that this Hermite WENO reconstruction-based RDG(P1P2) method is able to achieve the designed third-order of accuracy:
one order accuracy higher than the underlying DG(P1) method, and thus significantly increase its accuracy without signifi-
cant increase in computing costs and memory requirements. The remainder of this paper is organized as follows. The gov-
erning equations are listed in Section 2. The underlying reconstructed discontinuous Galerkin method is presented in
Section 3. Extensive numerical experiments are reported in Section 4. Concluding remarks are given in Section 5.

2. Governing equations

The Euler equations governing unsteady compressible inviscid flows can be expressed as

@Uðx; tÞ
@t

þ @FkðUðx; tÞÞ
@xk

¼ 0 ð2:1Þ

where the summation convention has been used. The conservative variable vector U, and inviscid flux vector F are defined by

U ¼
q

qui

qe

0

B@

1

CA Fj ¼
quj

quiuj þ pdij

ujðqeþ pÞ

0

B@

1

CA ð2:2Þ

Here q, p, and e denote the density, pressure, and specific total energy of the fluid, respectively, and ui is the velocity of the
flow in the coordinate direction xi. The pressure can be computed from the equation of state

p ¼ ðc% 1Þq e% 1
2

ujuj

! "
ð2:3Þ

which is valid for perfect gas, where c is the ratio of the specific heats.

3. Reconstructed discontinuous Galerkin method

3.1. Discontinuous Galerkin formulation

The governing equation (2.1) is discretized using a discontinuous Galerkin finite element formulation. To formulate the
discontinuous Galerkin method, we first introduce the following weak formulation, which is obtained by multiplying the
above conservation law by a test function W, integrating over the domain X, and then performing an integration by parts,

Z

X

@U
@t

WdXþ
Z

C
FknkWdC%

Z

X
Fk
@W
@xk

dX ¼ 0; 8W 2 V ð3:1Þ

where C(=@X) denotes the boundary of X, and nj the unit outward normal vector to the boundary. We assume that the do-
main X is subdivided into a collection of non-overlapping tetrahedral elements Xe. We introduce the following broken Sobo-
lev space Vh

p

Vp
h ¼ fvh 2 ½L2ðXÞ'm : vhjXe

2 ½Vm
p '8Xe 2 Xg ð3:2Þ

which consists of discontinuous vector-values polynomial functions of degree p, and where m is the dimension of the un-
known vector and

Vm
p ¼ span

Y
xai

i : 0 6 ai 6 p; 0 6 i 6 d
n o

ð3:3Þ
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where a denotes a multi-index and d is the dimension of space. Then, we can obtain the following semi-discrete form by
applying weak formulation on each element Xe.

Find Uh 2 Vp
h such as

d
dt

Z

Xe
UhWhdXþ

Z

Ce
FkðUhÞnkWhdC$

Z

Xe
FkðUhÞ

@Wh

@xk
dX ¼ 0; 8Wh 2 VP

h ð3:4Þ

where Uh and Wh represent the finite element approximations to the analytical solution U and the test function W respec-
tively, and they are approximated by piecewise-polynomial functions of degrees p, which are discontinuous between the cell
interfaces. Assume that B is the basis of polynomial function of degrees p, this is then equivalent to the following system of N
equations,

d
dt

Z

Xe
UhBidXþ

Z

Ce
FkðUhÞnkBidC$

Z

Xe
FkðUhÞ

@Bi

@xk
dX ¼ 0; 1 6 i 6 N ð3:5Þ

where N is the dimension of the polynomial space. Since the numerical solution Uh is discontinuous between element inter-
faces, the interface fluxes are not uniquely defined. The flux function Fk(Uh)nk appearing in the second terms of Eq. (3.5) is
replaced by a numerical Riemann flux function Hk(UL

h,UR
h,nk) where Uh

L and Uh
R are the conservative state vector at the left

and right side of the element boundary. This scheme is called discontinuous Galerkin method of degree p, or in short notation
DG(P) method. Note that discontinuous Galerkin formulations are very similar to finite volume schemes, especially in their
use of numerical fluxes. Indeed, the classical first-order cell-centered finite volume scheme exactly corresponds to the
DG(P0) method, i.e., to the discontinuous Galerkin method using a piecewise-constant polynomial. Consequently, the DG(Pk)
methods with k > 0 can be regarded as a natural generalization of finite volume methods to higher order methods. By simply
increasing the degree P of the polynomials, the DG methods of corresponding higher order are obtained. The domain and
boundary integrals in Eq. (3.5) are calculated using Gauss quadrature formulas. The number of quadrature points used is cho-
sen to integrate exactly polynomials of order of 2p and 2p + 1 for volume and surface inner products in the reference ele-
ment. In the traditional DGM, termed nodal discontinuous Galerkin methods, numerical polynomial solutions Uh in each
element are expressed using either standard Lagrange finite element or hierarchical node-based basis as following

Uh ¼
XN

i¼1

UiðtÞBiðxÞ; ð3:6Þ

where Bi are the finite element basis functions. As a result, the unknowns to be solved for are the variables at the nodes Ui.
In the present work, the numerical polynomial solutions are represented using a Taylor series expansion at the center of

the cell. For example, if we do a Taylor series expansion at the center of the cell, a quadratic polynomial solution can be ex-
pressed as follows
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which can be further expressed as cell-averaged values and their derivatives at the center of the cell:
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where Ũ is the mean value of U in this cell. The unknowns to be solved for in this formulation are the cell-averaged variables
and their derivatives at the center of the cells. The dimension of the polynomial space is 10 and the basis functions are
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The discontinuous Galerkin formulation then leads to the following 10 equations

d
dt
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Note that in this formulation, equations for the cell-averaged variables are decoupled from equations for their derivatives
due to the judicial choice of the basis functions and the fact that

Z

Xe

B1BidX ¼ 0 2 6 i 6 10 ð3:11Þ

In the implementation of this DG method, the basis functions are actually normalized in order to improve the conditioning of
the system matrix (3.5) as follows:
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where Dx = 0.5(xmax & xmin), Dy = 0.5(ymax & ymin), and Dz = 0.5(zmax & zmin), and xmax, xmin, ymax, ymin, zmax, and zmin are the
maximum and minimum coordinates in the cell Xe in x-, y-, and z-directions, respectively. A quadratic polynomial solution
can then be rewritten as

Uh ¼ ~UB1 þ UxB2 þ UyB3 þ UzB4 þ UxxB5 þ UyyB6 þ UzzB7 þ UxyB8 þ UxzB9 þ UyzB10 ð3:13Þ

where

Ux ¼ @U
@x jcDx; Uy ¼ @U

@y jcDy; Uz ¼ @U
@z jcDz; Uxx ¼ @2U

@x2 jcDx2; Uyy ¼ @2U
@y2 jcDy2;

Uzz ¼ @2U
@z2 jcDz2; Uxy ¼ @2U

@x@y jcDxDy; Uxz ¼ @2U
@x@z jcDxDz; Uyz ¼ @2U

@y@z jcDyDz
ð3:14Þ

This formulation belongs to the so-called modal discontinuous Galerkin method and has a number of attractive, distinct, and
useful features. First, cell-averaged variables and their derivatives are handily available in this formulation. This makes the
implementation of both in-cell and inter-cell reconstruction schemes straightforward and simple [26–28,30–31]. Secondly,
the Taylor basis is hierarchic. This greatly facilitates implementation of p-multigrid methods [16,17] and p-refinement.
Thirdly, the same basis functions are used for any shapes of elements: tetrahedron, pyramid, prism, and hexahedron. This
makes the implementation of DGM on arbitrary meshes straightforward.

3.2. Least-squares reconstruction

In comparison with reconstructed FV methods, the DGM have a significant drawback in that they require more degrees of
freedom, additional domain integration, and more Gauss quadrature points for the boundary integration, and therefore more
computational costs and storage requirements. On the one hand, the reconstruction methods that FV methods use to achieve
higher-order accuracy are relatively inexpensive but less accurate and robust. On the other hand, the DGM that can be viewed
as a different way to extend a FV method to higher orders are accurate and robust but costly. It is only natural and tempting to
combine the efficiency of the reconstruction methods and the accuracy of the DG methods. This idea was originally introduced
by Dumbser et al in the frame of PnPm scheme [18–20], termed RDG(PnPm) in this paper, where Pn indicates that a piecewise
polynomial of degree of n is used to represent a DG solution, and Pm represents a reconstructed polynomial solution of degree
of m (m P n) that is used to compute the fluxes and source terms. The beauty of RDG(PnPm) schemes is that they provide a
unified formulation for both finite volume and DG methods, and contain both classical finite volume and standard DG methods
as two special cases of RDG(PnPm) schemes, and thus allow for a direct efficiency comparison. When n = 0, i.e. a piecewise
constant polynomial is used to represent a numerical solution, RDG(P0Pm) is nothing but classical high order finite volume
schemes, where a polynomial solution of degree m (m P 1) is reconstructed from a piecewise constant solution. When
m = n, the reconstruction reduces to the identity operator, and RDG(PnPm) scheme yields a standard DG method. Clearly, an
accurate and efficient reconstruction is the key ingredient in extending the underlying DG method to higher order accuracy.
Our discussion in this work is mainly focused on the third order RDG(P1P2) method, as the benefits of higher-order (>3rd)
methods diminish dramatically for engineering applications. Nevertheless, its extension to higher order DG methods is
straightforward. In the case of DG(P1) method, a linear polynomial solution Ui in any cell i is

Ui ¼ ~Ui þ UxiB2 þ UyiB3 þ UziB4 ð3:15Þ

Using this underlying linear polynomial DG solution in the neighboring cells, one can reconstruct a quadratic polynomial
solution Ui

R as follows:

UR
i ¼ ~UR

i þ UR
xiB2 þ UR

yiB3 þ UR
ziB4 þ UR

xxiB5 þ UR
yyiB6 þ UR

zziB7 þ UR
xyiB8 þ UR

xziB9 þ UR
yziB10 ð3:16Þ
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In order to maintain the compactness of the DG methods, the reconstruction is required to involve only von Neumann neigh-
borhood, i.e., the adjacent cells that share a face with the cell i under consideration. There are 10 degrees of freedom, and
therefore 10 unknowns must be determined. The first four unknowns can be trivially obtained, by requiring the consistency
of the RDG with the underlying DG: (1) The reconstruction scheme must be conservative, and (2) The values of the recon-
structed first derivatives are equal to the ones of the first derivatives of the underlying DG solution at the centroid i. Due to
the judicious choice of Taylor basis in our DG formulation, these four degrees of freedom simply coincide with the ones from
the underlying DG solution, i.e.,

~UR
i ¼ ~Ui; UR

xi ¼ Uxi; UR
yi ¼ Uyi; UR

zi ¼ Uzi ð3:17Þ

As a result, only six second derivatives need to be determined. This can be accomplished by requiring that the point-wise
values and first derivatives of the reconstructed solution and of the underlying DG solution are equal at the cell centers
for all the adjacent face neighboring cells. Consider a neighboring cell j, one requires

Uj ¼ ~Ui þ UxiB2 þ UyiB3 þ UziB4 þ UR
xxiB5 þ UR

yyiB6 þ UR
zziB7 þ UR

xyiB8 þ UR
xziB9 þ UR

yziB10

@U
@x jj ¼ Uxi

1
Dxi
þ UR

xxi
B2
Dxi
þ UR

xyi
B3
Dxi
þ UR

xzi
B4
Dxi

@U
@y jj ¼ Uyi

1
Dyi
þ UR

yyi
B3
Dyi
þ UR

xyi
B2
Dyi
þ UR

yzi
B4
Dyi

@U
@z jj ¼ Uzi

1
Dzi
þ UR

zzi
B4
Dzi
þ UR

xzi
B2
Dzi
þ UR

yzi
B3
Dzi

ð3:18Þ

where the basis functions B are evaluated at the center of cell j, i.e., B = B(xj,yj,zj). This can be written in a matrix form as
follows:

Bj
5 Bj

6 Bj
7 Bj

8 Bj
9 Bj

10

Bj
2 0 0 Bj

3 Bj
4 0

0 Bj
3 0 Bj

2 0 Bj
4

0 0 Bj
4 0 Bj

2 Bj
3

0

BBBB@

1

CCCCA

UR
xxi

UR
yyi

UR
zzi

UR
xyi

UR
xzi

UR
yzi

0

BBBBBBBBBB@

1

CCCCCCCCCCA

¼

Uj % ðUiB
j
1 þ UxiB

j
2 þ UyiB

j
3 þ UziB

j
4Þ

Dxi
Dxj

Uxj % Uxi

Dyi
Dyj

Uyj % Uyi

Dzi
Dzj

Uzj % Uzi

0

BBBBBB@

1

CCCCCCA
¼

Rj
1

Rj
2

Rj
3

Rj
4

0

BBBB@

1

CCCCA
ð3:19Þ

where R is used to represent the right-hand-side for simplicity. Similar equations can be written for all cells connected to the
cell i with a common face, which leads to a non-square matrix. The number of face-neighboring cells for a tetrahedral is four.
Consequently, the size of the resulting non-square matrix is 16 & 6. In the present work, this over-determined linear system
of 16 equations for 6 unknowns is solved in the least-squares sense using both normal equation approach and the QR decom-
position to obtain the second derivatives of the reconstructed quadratic polynomial solution. One can easily verify that this
least-squares reconstruction satisfies the so-called 2-exactness, i.e., it can reconstruct a quadratic polynomial function
exactly.

3.3. Hermite WENO reconstruction

This least-squares reconstructed discontinuous Galerkin method: RDG(P1P2) has been successfully used to solve the 2D
compressible Euler equations on arbitrary grids [26–28,30–31] and is able to achieve the designed third order of accuracy
and significantly improve the accuracy of the underlying second-order DG method. However, when used to solve the 3D
compressible Euler equations on tetrahedral grids, this RDG method suffers from the so-called linear instability, that is also
observed in the second-order cell-centered finite volume methods, i.e., RDG(P0P1) [33]. This linear instability is attributed to
the fact that the reconstruction stencils only involve von Neumann neighborhood, i.e., adjacent face-neighboring cells [33].
The linear stability can be achieved using extended stencils, which will unfortunately sacrifice the compactness of the under-
lying DG methods. Furthermore, such a linear reconstruction-based DG method suffers from non-linear instability, leading to
non-physical oscillations in the vicinity of strong discontinuities. Alternatively, ENO, WENO, and HWENO can be used to
reconstruct a higher-order polynomial solution, which can not only enhance the order of accuracy of the underlying DG
method but also achieve both linear and non-linear stability. In the present work, the reconstructed quadratic polynomial
based on the Hermite WENO on cell i are a convex combination of the least-squares reconstructed second derivatives at
the cell itself and its four face-neighboring cells,

@2U
@xm@xn

!!!!
i
¼
X5

k¼1

wk
@2U

@xm@xn

!!!!
k

ð3:20Þ

where, the weights wk are computed as

wk ¼
ðeþ okÞ%c

P5
i¼1ðeþ oiÞ%c ð3:21Þ
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where e is a small positive number used to avoid division by zero, ok the oscillation indicator for the reconstructed second
order polynomials, and c an integer parameter to control how fast the non-linear weights decay for non-smooth stencils. The
oscillation indicator is defined as

ok ¼
Z

Xi

@2U
@xm@xn

jk

 !2

dX

2

4

3

5
2

ð3:22Þ

Note that the least-squares reconstructed polynomial at the cell itself serves as the central stencil and the least-squares
reconstructed polynomials on its four face-neighboring cells act as biased stencils in this WENO reconstruction. This recon-
structed quadratic polynomial solution is then used to compute the domain and boundary integrals of the underlying DG(P1)
method in Eq. (3.5). The resulting DG method, termed a ‘‘reconstructed DG’’ method (RDG(P1P2) in short notation), is ex-
pected to have third order of accuracy at a moderate increase of computing costs in comparison to the underlying DG(P1)
method. The extra costs are mainly due to the least-squares reconstruction, which is relatively cheap in comparison to
the evaluation of fluxes, and an extra Gauss quadrature point, which is required to calculate both domain and boundary inte-
grals. In comparison to DG(P2), this represents a significant saving in terms of flux evaluations. Furthermore, the number of
degrees of freedom is considerably reduced, which leads to a significant reduction in memory requirements, and from which
implicit methods will benefit tremendously. The cost analysis for the RDG(P0P1) (FV(P1)), RDG(P1P1) (DG(P1)), RDG(P1P2) and
RDG(P2P2) (DG(P2)) is summarized in Table 1, where the memory requirement for storing only the implicit diagonal matrix is
given as well, and which grows quadratically with the order of the DG methods. We would like to emphasize that the storage
requirements for the implicit DG methods are extremely demanding, especially for higher-order DG methods.

As demonstrated in the next section, this RDG method is able to achieve the required linear stability and the designed third
order of accuracy. Even though it does not introduce any new oscillatory behavior due to the WENO reconstruction, it cannot
remove inherent oscillations in the underlying DG(P1) solutions. Consequently, it still suffers from the non-linear instability for
flows with strong discontinuities. However, the non-linear instability can be obtained by conducting a WENO reconstruction
on the first order derivatives using a hierarchical reconstruction [35,15], which will be reported in a follow-up manuscript.

4. Numerical examples

The Hermite WENO reconstruction method has been implemented in a well-tested DG code [13–17] to solve a variety of
the compressible flow problems on tetrahedral grids. A fast p-multigrid method [16,17] is used to obtain steady state solu-
tions. A few examples are presented in this section to demonstrate that the developed RDG(P1P2) method is able to maintain
the linear stability, achieve the designed 3rd order of accuracy, and significantly improve the accuracy of the underlying sec-
ond-order DG method without significant increase in computing costs and storage requirements.

4.1. A convergence study for the quadratic Hermite WENO reconstruction

The first test case is chosen to validate the implementation of the developed Hermite WENO reconstruction scheme and
to demonstrate numerically its 3rd order of convergence on tetrahedral grids. In order to obtain a quantitative measurement
of the order of accuracy and reconstruction errors, the designed Hermite WENO reconstruction is conducted for a smooth
function f(x,y,z) = sin(px)cos(2py)sin(3pz) on a cubic domain [0,1] $ [0,1] $ [0,1] on four successfully refined grids as
shown in Fig. 1. The numbers of elements, points, and boundary points for these four grids are (547,156,103),
(4406,990,444), (35697,6973,1785), and (286702,52093,7094), respectively. The L2-norm of the error between the analyt-
ical and reconstructed functions is used as the error measurement. The errors and the convergence rates are reported in Ta-
ble 2. It shows the mesh size, the L2-error of the error function, and the order of convergence, where one can see that the
developed Hermite WENO reconstruction indeed is able to deliver the designed 3rd order of convergence.

4.2. A subsonic flow through a channel with a smooth bump

This test case is chosen to demonstrate the convergence rates of the RDG(P0P1), RDG(P1P1), and RDG(P1P2) methods for
internal flows. The problem under consideration is a subsonic flow inside a 3D channel with a smooth bump on the lower

Table 1
Cost analysis for different numerical methods on a tetrahedral grid.

RDG(P0P1) RDG(P1P1) RDG(P1P2) RDG(P2P2)

Number of quadrature points for boundary integrals 1 3 4 7
Number of quadrature points for domain integrals 0 4 5 11
Reconstruction Yes No Yes No
Order of accuracy O(h2) O(h2) O(h3) O(h3)
Storage for implicit diagonal matrix 25 words per element 400 400 2500
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surface. The height, width, and length of the channel are 0.8, 0.8, and 3, respectively. The shape of the lower wall is defined by
the function 0.0625exp(!25x2) from x = !1.5 to x = 1.5. The inflow condition is prescribed at a Mach number of 0.5, and an
angle of attack of 0!. Fig. 2 shows the four successively refined tetrahedral grids used for the grid convergence study. The

Fig. 1. Sequences of the four successively globally refined tetrahedral meshes used to study the convergence of the Hermite WENO reconstruction.

Table 2
L2-error and order of the convergence for the quadratic Hermite WENO reconstruction.

Number of cells L2-error Order

547 3.44033E-2 -
4,406 4.24326E-03 3.01
35,697 4.46581E-04 3.23
286,705 4.93515E-05 3.17

Fig. 2. A sequence of four successively globally refined unstructured meshes used for computing subsonic flow in a channel with a smooth bump.
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numbers of elements, points, and boundary points for the coarse, medium, fine, and finest grids are (889,254,171),
(6986,1555,691), (55703,10822,2711), and (449522,81567,10999), respectively. The cell size is halved between consecu-
tive meshes. Numerical solutions to this problem are computed using the RDG(P1P1) and RDG(P1P2) methods on the first
three grids and the RDG(P0P1) on the last three grids to obtain a quantitative measurement of the order of accuracy and dis-
cretization errors. The following L2-norm of the entropy production is used as the error measurement

kekL2ðXÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ

X
e2dX

s

where the entropy production e defined as

e ¼ S$ S1
S1

¼ p
p1

q1
q

" #c

$ 1

Note that the entropy production, where the entropy is defined as S = p/qc, is a very good criterion to measure accuracy of the
numerical solutions, since the flow under consideration is isentropic. Fig. 3 illustrates the computed velocity contours in the
flow field obtained by the RDG(P0P1) method on the finest grid (449522,81567,10999), and the RDG(P1P1) and RDG(P1P2)
methods on the fine grid (55703,10822,2711). One can observe that the second-order DG method (RDG(P1P1)) on the fine
grid provides a more accurate solution than the second-order finite volume method (RDG(P0P1)) on the finest grid, and
the RDG(P1P2) solution is much more accurate than the RDG(P1P1) solution on the same fine grid. Fig. 4 provides the details
of the spatial convergence of the three RDG methods for this numerical experiment. Consider the fact that this is a 3D sim-
ulation of a 2D problem, and unstructured tetrahedral grids are not symmetric by nature, thus causing error in the z-direc-
tion, the second order RDG(P1P1) method can be considered to deliver the designed second order of accuracy. As expected,
the DG(P1P2) method offers a full O(hp+2) order of the convergence, adding one order of accuracy to the underlying DG(P1)
method. Although the RDG(P0P1) is designed to be second order accurate, it only yields an order of 1.47 for this test case. In
reality, the second order finite volume method RDG(P0P1) can hardly reach the designed second order of convergence for
solving the compressible Euler equations on tetrahedral grids. Note that in order to reach the same level of the error
($3.6), the number of degrees of freedom required by the second-order RDG(P0P1) is one order of magnitude more than
the one required by the third order RDG(P1P2) method, demonstrating that the RDG(P1P2) method can significantly increase
the accuracy of the underlying DG method, and therefore greatly decrease its computing costs.

Fig. 3. Computed velocity contours in the flow field obtained by the RDG(P0P1) on the finest grid (top) and RDG(P1P1) (middle), and RDG(P1P2) (bottom) for
a subsonic flow through a channel with a bump on the lower surface at M1 = 0.5.
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4.3. Subsonic flows past a sphere

In this test case, a subsonic flow past a sphere at a Mach number of M1 = 0.5 is chosen to assess if the developed RDG
method can achieve a formal order of the convergence rate for external flows. A sequence of the four successively refined
tetrahedral grids used in this grid convergence study is shown in Fig. 5. The numbers of elements, points, and boundary
points for the coarse, medium, fine, and finest grids are (535,167,124), (2426,598,322), (16467,3425,1188), and
(124706,23462,4538), respectively. The cell size is halved between consecutive meshes. Note that only a quarter of the con-
figuration is modeled due to the symmetry of the problem, and that the number of elements on a successively refined mesh
is not exactly eight times the coarse mesh’s elements due to the nature of unstructured grid generation. The computations
are conducted on the first three grids using the RDG(P1P1) and RDG(P1P2) methods and the last three grids using the
RDG(P0P1) method. As in the previous case, the entropy production is used as the error measurement. Fig. 6 illustrates
the computed velocity contours in the flow field obtained by the RDG(P0P1) method on the finest grid and the RDG(P1P1)

Fig. 4. Convergence history for a subsonic flow through a channel with a bump on the lower surface at M1 = 0.5 for different reconstructed RDG methods.

Fig. 5. A series of four successively globally refined tetrahedral meshes for computing subsonic flow past a sphere at M1 = 0.5.

Fig. 6. Computed velocity contours in the flow field obtained by the RDG(P0P1) method on the finest mesh (left), RDG(P1P1) on the fine mesh (middle), and
RDG(P1P2) on the fine mesh (right) for subsonic flow past a sphere at M1 = 0.5.

5498 H. Luo et al. / Journal of Computational Physics 231 (2012) 5489–5503



and RDG(P1P2) methods on the fine grid. One can observe that the second-order DG method (RDG(P1P1)) on the fine grid
yields a more accurate solution than the second-order finite volume method (RDG(P0P1)) on the finest grid, and the
RDG(P1P2) solution is much more accurate than the RDG(P1P1) solution on the same fine grid. Fig. 7 provides the details
of the spatial convergence of the three RDG methods for this numerical experiment. Both RDG(P1P1) and RDG(P1P2) methods
achieve higher than expected convergence rates, being 2.36 and 3.55 respectively, and the RDG(P0P1) fails to deliver the de-
signed second order accuracy, achieving only an order of 1.6 for this test case. To achieve an error level below!3 in Fig. 7, the
RDG(P0P1) method needs one order of magnitude more degrees of freedom than the RDG(P1P2) method, convincingly dem-
onstrating the benefits of using a higher-order method.

In this test case, a subsonic flow past a sphere at a Mach number of M1 = 0.5 is chosen to assess if the developed RDG
method can achieve a formal order of the convergence rate for external flows. A sequence of the four successively refined
tetrahedral grids used in this grid convergence study is shown in Fig. 5. The numbers of elements, points, and boundary
points for the coarse, medium, fine, and finest grids are (535,167,124), (2426,598,322), (16467,3425,1188), and
(124706,23462,4538), respectively. The cell size is halved between consecutive meshes. Note that only a quarter of the con-
figuration is modeled due to the symmetry of the problem, and that the number of elements on a successively refined mesh
is not exactly eight times the coarse mesh’s elements due to the nature of unstructured grid generation. The computations
are conducted on the first three grids using the RDG(P1P1) and RDG(P1P2) methods and the last three grids using the
RDG(P0P1) method. As in the previous case, the entropy production is used as the error measurement. Fig. 6 illustrates
the computed velocity contours in the flow field obtained by the RDG(P0P1) method on the finest grid and the RDG(P1P1)
and RDG(P1P2) methods on the fine grid. One can observe that the second-order DG method (RDG(P1P1)) on the fine grid

Fig. 7. Convergence history for a subsonic flow past a sphere at M1 = 0.5 for different reconstructed RDG methods.

Fig. 8. Numerical error versus CPU time for different reconstructed RDG methods.
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yields a more accurate solution than the second-order finite volume method (RDG(P0P1)) on the finest grid, and the
RDG(P1P2) solution is much more accurate than the RDG(P1P1) solution on the same fine grid. Fig. 7 provides the details

Fig. 9. Computed velocity contours in the flow field obtained by the RDG(P0P1) method on the finest mesh (left), RDG(P1P1) on the fine mesh (middle), and
RDG(P1P2) on the fine mesh (right) for a low Mach number flow past a sphere at M1 = 0.5.

Fig. 10. Comparison of the computed velocity distributions on the surface of the sphere obtained by the RDG(P0P1) method on the finest grid and the
RDG(P1P1) and RDG(P1P2) methods on the fine grid with the incompressible solution for a low-Mach-number flow past a sphere at M1 = 0.01.

Fig. 11. Unstructured mesh used for computing a transonic flow past an ONERA M6 wing (41,440 elements, 8325 points, 2575 boundary points).

Fig. 12. Computed pressure contours obtained by the RDG(P1P2) method for transonic flow past a M6 wing at M1 = 0.699, a = 3.06!.
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of the spatial convergence of the three RDG methods for this numerical experiment. Both RDG(P1P1) and RDG(P1P2) methods
achieve higher than expected convergence rates, being 2.36 and 3.55 respectively, and the RDG(P0P1) fails to deliver the de-
signed second order accuracy, achieving only an order of 1.6 for this test case. Fig. 8 shows the plot of the numerical error
against the CPU time required for the RDG(P1P2) and RDG(P1P1) methods on the fine grid and the RDG(P0P1) method on the
finest grid. As can be clearly seen from Fig. 8, the RDG(P1P2) method provides a significant saving (probably orders of mag-
nitude when a high accuracy is requested.) in CPU time in comparison with the second-order finite volume method
(RDG(P1P0)), convincingly demonstrating the superior performance of the RDG(P1P2) method. Indeed, as indicated in
Fig. 7, the RDG(P0P1) method needs one order of magnitude more degrees of freedom, and consequently CPU time than
the RDG(P1P2) method in order to achieve an error level below !3.

Fig. 13. Comparison of the computed pressure coefficient distributions with experimental data for ONERA M6 wing at 6 span-wise locations, M1 = 0.99,
a = 3.06!.
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4.4. Low Mach number flow past a sphere

This test case is selected to demonstrate that the RDG method is able to enhance the accuracy of the underlying DG meth-
od for solving low Mach number flow problems. The computation is performed for a low Mach number flow past a sphere at
a Mach number of M1 = 0.01 using the RDG(P0P1) method on the finest grid and the RDG(P1P1), and RDG(P1P2) methods on
the fine grid in the previous test case. The computed velocity contours in the flow field obtained by these three methods are
shown in Fig. 9, respectively. Fig. 10 compares the velocity distributions on the surface of the sphere obtained by these three
methods with the one from the incompressible potential flow solution. The deterioration of the RDG(P0P1) solution is clearly
visible. The RDG(P1P2) solution is even more accurate than the RDG(P1P1) solution, therefore demonstrating that the
RDG(P1P2) method is able to maintain the ability of the underlying DG method for accurately computing low Mach number
flows.

4.5. Transonic flow past an ONERA M6 wing

A transonic flow over the ONERA M6 wing at a Mach number of M1 = 0.699 and an attack angle of a = 3.06! is considered
in this example. This test case is chosen to demonstrate that the RDG(P1P2) method is able to maintain the robustness of the
underlying methods. The DG method is not only linear stable but also has the ability to obtain a stable solution for weak
discontinuities in spite of the over- and under-shots in the vicinity of shock waves. The mesh used in this computation con-
sists of 41,440 elements, 8325 grid points, and 2575 boundary points, as shown in Fig. 11, where one can observe the coarse-
ness of grids even in the vicinity of the leading edge. The computed pressure contours obtained by the RDG(P1P2) solution on
the wing surface are shown in Fig. 12. Fig. 13 compares the pressure coefficient distributions at six span-wise locations on
the wing surface between the numerical results and the experimental data. The pressure coefficients are computed at the
two nodes of each triangle that intersect with the cut plane, and plotted by a straight line. This representation truly reflects
the discontinuous nature of the DG solution. Since no limiters and WENO-reconstruction are used to eliminate the spurious
oscillations for the underlying DG(P1) method, the over- and under-shoots in the vicinity of the shock waves are clearly vis-
ible. Nevertheless, this example clearly demonstrates that the RDG(P1P2) is able to maintain the linear stability of the under-
lying DG method.

5. Conclusions

A discontinuous Galerkin method based on a Hermite WENO reconstruction has been presented for solving the compress-
ible Euler equations on tetrahedral grids. The nonlinear Hermite WENO reconstruction, necessary to maintain a linear sta-
bility of the RDG method, is designed not only to enhance the accuracy of the discontinuous Galerkin method, but also to
avoid non-physical oscillations in the vicinity of discontinuities. A number of numerical experiments for a variety of flow
conditions have been conducted to demonstrate the superior performance of this RDG(P1P2) method over the underlying
DG(P1) method and to assess its convergence rates. The presented numerical results indicate that this Hermite WENO recon-
struction-based RDG(P1P2) method is able to achieve the designed third-order of accuracy: one order accuracy higher than
the underlying DG method, and thus significantly increase the accuracy of the underlying DG method, without significant
increase in computing costs and memory requirements. The developed Hermite WENO reconstruction-based RDG method
has also successfully been extended to flows with strong discontinuities using a hierarchical reconstruction and will be re-
ported in a follow-up paper.
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a b s t r a c t

A reconstructed discontinuous Galerkin (RDG) method based on a hierarchical WENO
reconstruction, termed HWENO (P1P2) in this paper, designed not only to enhance the
accuracy of discontinuous Galerkin methods but also to ensure the nonlinear stability of
the RDG method, is presented for solving the compressible Euler equations on tetrahedral
grids. In this HWENO (P1P2) method, a quadratic polynomial solution (P2) is first recon-
structed using a Hermite WENO reconstruction from the underlying linear polynomial
(P1) discontinuous Galerkin solution to ensure the linear stability of the RDG method
and to improve the efficiency of the underlying DG method. By taking advantage of handily
available and yet invaluable information, namely the derivatives in the DG formulation, the
stencils used in the reconstruction involve only von Neumann neighborhood (adjacent
face-neighboring cells) and thus are compact. The first derivatives of the quadratic polyno-
mial solution are then reconstructed using a WENO reconstruction in order to eliminate
spurious oscillations in the vicinity of strong discontinuities, thus ensuring the nonlinear
stability of the RDG method. The developed HWENO (P1P2) method is used to compute a
variety of flow problems on tetrahedral meshes to demonstrate its accuracy, robustness,
and non-oscillatory property. The numerical experiments indicate that the HWENO
(P1P2) method is able to capture shock waves within one cell without any spurious oscil-
lations, and achieve the designed third-order of accuracy: one order accuracy higher than
the underlying DG method.

! 2012 Elsevier Inc. All rights reserved.

1. Introduction

The discontinuous Galerkin methods [1–28] (DGM) have recently become popular for the solution of systems of conser-
vation laws. Originally introduced for the solution of neutron transport equations [1], nowadays they are widely used in
computational fluid dynamics, computational acoustics, and computational magneto-hydrodynamics. The discontinuous
Galerkin methods combine two advantageous features commonly associated with finite element and finite volume methods.
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As in classical finite element methods, accuracy is obtained by means of high-order polynomial approximation within an
element rather than by wide stencils as in the case of finite volume methods. The physics of wave propagation is, however,
accounted for by solving the Riemann problems that arise from the discontinuous representation of the solution at element
interfaces. In this respect, the DG methods are similar to finite volume methods. The discontinuous Galerkin methods have
many attractive features: (1) They have several useful mathematical properties with respect to conservation, stability, and
convergence; (2) The methods can be easily extended to higher-order (>2nd) approximation; (3) The methods are well suited
for complex geometries since they can be applied on unstructured grids. In addition, the methods can also handle non-con-
forming elements, where the grids are allowed to have hanging nodes; (4) The methods are highly parallelizable, as they are
compact and each element is independent. Since the elements are discontinuous, and the inter-element communications are
minimal, domain decomposition can be efficiently employed. The compactness also allows for structured and simplified cod-
ing for the methods; (5) They can easily handle adaptive strategies, since refining or coarsening a grid can be achieved with-
out considering the continuity restriction commonly associated with the conforming elements. The methods allow easy
implementation of hp-refinement, for example, the order of accuracy, or shape, can vary from element to element; (6) They
have the ability to compute low Mach number flow problems without recourse to the time-preconditioning techniques nor-
mally required for the finite volume methods. In contrast to the enormous advances in the theoretical and numerical analysis
of the DGM, the development of a viable, attractive, competitive, and ultimately superior DG method over the more mature
and well-established second order finite volume methods is relatively an untouched area. This is mainly due to the fact that
the DGM have a number of weaknesses that have yet to be addressed, before they can be robustly used for flow problems of
practical interest in a complex configuration environment. In particular, how to effectively control spurious oscillations in
the presence of strong discontinuities, and how to reduce the computing costs for the DGM remain the two most challenging
and unresolved issues in the DGM. Indeed, compared to the finite element methods and finite volume methods, the DGM
require solutions of systems of equations with more unknowns for the same grids. Consequently, these methods have been
recognized as expensive in terms of both computational costs and storage requirements especially in the context of implicit
methods, where the memory requirement for the Jacobian matrix grows quadratically with the order of the DG methods,
thus leading to a significant increase in computational cost.

In order to reduce high costs associated with the DGM, Dumbser et al. [18–20] have introduced a new family of recon-
structed DGM, termed PnPm schemes and referred to as RDG (PnPm) in this paper, where Pn indicates that a piecewise poly-
nomial of degree of n is used to represent a DG solution, and Pm represents a reconstructed polynomial solution of degree of
m (m P n) that is used to compute the fluxes. The RDG (PnPm) schemes are designed to enhance the accuracy of the discon-
tinuous Galerkin method by increasing the order of the underlying polynomial solution. The beauty of RDG (PnPm) schemes is
that they provide a unified formulation for both finite volume and DGM, and contain both classical finite volume and stan-
dard DG methods as two special cases of RDG (PnPm) schemes, and thus allow for a direct efficiency comparison. When n = 0,
i.e., a piecewise constant polynomial is used to represent a numerical solution, RDG (P0Pm) is nothing but classical high order
finite volume schemes, where a polynomial solution of degree m (m P 1) is reconstructed from a piecewise constant solu-
tion. When m = n, the reconstruction reduces to the identity operator, and RDG (PnPn) scheme yields a standard DG method.

Obviously, the construction of an accurate and efficient reconstruction operator is crucial to the success of the RDG (PnPm)
schemes. In Dumbser’s work, a higher order polynomial solution is reconstructed using a L2 projection, requiring it indistin-
guishable from the underlying DG solutions in the contributing cells in the weak sense. The resultant over-determined sys-
tem is then solved using a least-squares method that guarantees exact conservation, not only of the cell averages but also of
all higher order moments in the reconstructed cell itself, such as slopes and curvatures. However, this conservative least-
squares reconstruction approach is computationally expensive, as the L2 projection, i.e., the operation of integration, is re-
quired to obtain the resulting over-determined system. Furthermore, the reconstruction might be problematic for a bound-
ary cell, where the number of the face-neighboring cells might be not enough to provide the necessary information to
recover a polynomial solution of a desired order. Fortunately, the projection-based reconstruction is not the only way to ob-
tain a polynomial solution of higher order from the underlying discontinuous Galerkin solutions. In a reconstructed DG
method using a Taylor basis [26–28] developed by Luo et al. for the solution of the compressible Euler and Navier–Stokes
equations on arbitrary grids, a higher order polynomial solution is reconstructed by use of a strong interpolation, requiring
point values and derivatives to be interpolated on the face-neighboring cells. The resulting over-determined linear system of
equations is then solved in the least-squares sense. This reconstruction scheme only involves von Neumann neighborhood,
and thus is compact, simple, robust, and flexible. Like the projection-based reconstruction, the strong reconstruction scheme
guarantees exact conservation, not only of the cell averages but also of their slopes due to a judicious choice of the Taylor
basis. More recently, Zhang et al. [29,30] presented a class of hybrid DG/FV methods for the conservation laws, where the
second derivatives in a cell are obtained from the first derivatives in the cell itself and its neighboring cells using a
Green-Gauss reconstruction widely used in the finite volume methods. This provides a fast, simple, and robust way to obtain
higher-order polynomial solutions. Lately, Luo et al. [31,32] have conducted a comparative study for these three recon-
structed discontinuous Galerkin methods RDG (P1P2) by solving 2D Euler equations on arbitrary grids. It is found that all
three reconstructed discontinuous Galerkin methods can deliver the desired third order of accuracy and significantly im-
prove the accuracy of the underlying second-order DG method, although the least-squares reconstruction method provides
the best performance in terms of both accuracy and robustness.

Unfortunately, the attempt to extend our RDG method to solve 3D Euler equations on tetrahedral grids was not success-
ful. Like the second order cell-centered finite volume methods RDG (P0P1), the resultant RDG (P1P2) method is unstable.
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Although RDG (P0P1) methods are in general stable in 2D and on Cartesian or structured grids in 3D, they suffer from the so-
called linear instability on unstructured tetrahedral grids, when the reconstruction stencils only involve von Neumann neigh-
borhood, i.e., adjacent face-neighboring cells [33]. The RDG (P1P2) method exhibits the same linear instability, which can be
overcome by using extended stencils. However, this is achieved at the expense of sacrificing the compactness of the under-
lying DG methods. Furthermore, these linear reconstruction-based DG methods will suffer from non-physical oscillations in
the vicinity of strong discontinuities for the compressible Euler equations. Alternatively, ENO, WENO, and HWENO can be
used to reconstruct a higher-order polynomial solution, thereby not only enhancing the order of accuracy of the underlying
DG method but also achieving both linear and non-linear stability. This type of hybrid HWENO + DG schemes has been devel-
oped on 1D and 2D structured grids by Balsara et al. [34], where the HWENO reconstruction is relatively simple and
straightforward.

The objective of the effort discussed in this paper is to develop a reconstructed discontinuous Galerkin method based on a
hierarchical WENO reconstruction, HWENO (P1P2), using a Taylor basis [13] for the solution of the compressible Euler equa-
tions on unstructured tetrahedral grids. The HWENO (P1P2) method is designed not only to reduce the high computing costs
of the DGM, but also to avoid spurious oscillations in the vicinity of strong discontinuities, thus effectively addressing the
two shortcomings of the DGM. In this HWENO (P1P2) method, a quadratic solution is first reconstructed to enhance the accu-
racy of the underlying DG method in two steps: (1) all second derivatives on each cell are first reconstructed using the solu-
tion variables and their first derivatives from adjacent face-neighboring cells via a strong interpolation; (2) the final second
derivatives on each cell are then obtained using a WENO strategy based on the reconstructed second derivatives on the cell
itself and its adjacent face-neighboring cells. This reconstruction scheme, by taking advantage of handily available and yet
valuable information namely the gradients in the context of the DG methods, only involves von Neumann neighborhood and
thus is compact, simple, robust, and flexible. As the underlying DG method is second-order, and the basis functions are at
most linear functions, fewer quadrature points are then required for both domain and face integrals, and the number of un-
knowns (the number of degrees of freedom) remains the same as for the DG (P1). Consequently, this RDG method is more
efficient than its third order DG (P2) counterpart. The gradients of the quadratic polynomial solutions are then modified
using a WENO reconstruction in order to eliminate non-physical oscillations in the vicinity of strong discontinuities, thus
ensuring the non-linear stability of the RDG method. The developed HWENO (P1P2) method is used to compute a variety
of flow problems on tetrahedral grids to demonstrate its accuracy, robustness, and non-oscillatory performance. The pre-
sented numerical results indicate that this HWENO (P1P2) method is able to capture shock waves within once cell without
any spurious oscillations, and achieve the designed third-order of accuracy: one order accuracy higher than the underlying
DG (P1) method, and thus significantly increase its accuracy without significant increase in computing costs and memory
requirements. The remainder of this paper is organized as follows. The governing equations are listed in Section 2. The devel-
oped reconstructed discontinuous Galerkin method is presented in Section 3. Extensive numerical experiments are reported
in Section 4. Concluding remarks are given in Section 5.

2. Governing equations

The Euler equations governing unsteady compressible inviscid flows can be expressed as

@Uðx; tÞ
@t

þ @FkðUðx; tÞÞ
@xk

¼ 0 ð2:1Þ

where the summation convention has been used. The conservative variable vector U, and inviscid flux vector F are defined by

U ¼
q

qui

qe

0

B@

1

CA Fj ¼
quj

quiuj þ pdij

ujðqeþ pÞ

0

B@

1

CA ð2:2Þ

Here q, p, and e denote the density, pressure, and specific total energy of the fluid, respectively, and ui is the velocity of the
flow in the coordinate direction xi. The pressure can be computed from the equation of state

p ¼ ðc% 1Þq e% 1
2

ujuj

! "
ð2:3Þ

which is valid for perfect gas, where c is the ratio of the specific heats.

3. Reconstructed discontinuous Galerkin method

3.1. Discontinuous Galerkin formulation

The governing Eq. (2.1) is discretized using a discontinuous Galerkin finite element formulation. We first introduce some
notations. We assume that the domain X is subdivided into a collection of non-overlapping tetrahedral elements Xe. We
introduce the following broken Sobolev space Vp

h
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Vp
h ¼ vh 2 ½L2ðXÞ%m : vhjXe

2 Vm
p

h i
8Xe 2 X

n o
; ð3:1Þ

which consists of discontinuous vector-values polynomial functions of degree p, and where m is the dimension of the un-
known vector and Vp is the space of all polynomials of degree6p. To formulate the discontinuous Galerkin method, we intro-
duce the following weak formulation, which is obtained by multiplying the above conservation law (2.1) by a test function
Wh, integrating over an element Xe, and then performing an integration by parts,

Find Uh 2 Vp
h such as

d
dt

Z

Xe

UhWhdXþ
Z

Ce

FkðUhÞnkWhdC'
Z

Xe

FkðUhÞ
@Wh

@xk
dX ¼ 0; 8Wh 2 Vp

h ð3:2Þ

where Uh and Wh are represented by piecewise-polynomial functions of degrees p, which are discontinuous between the cell
interfaces and nk denotes the unit outward normal vector to Ce: the boundary of Xe. Assume that Bi is the basis of polyno-
mial function of degrees p, this is then equivalent to the following system of N equations,

d
dt

Z

Xe

UhBidXþ
Z

Ce

FkðUhÞnkBidC'
Z

Xe

FkðUhÞ
@Bi

@xk
dX ¼ 0; 1 6 i 6 N ð3:3Þ

where N is the dimension of the polynomial space. Since the numerical solution Uh is discontinuous between element inter-
faces, the interface fluxes are not uniquely defined. The flux function Fk(Uh)nk appearing in the second terms of Eq. (3.3) is
replaced by a numerical Riemann flux function Hk UL

h;U
R
h;nk

! "
where UL

h and UR
h are the conservative state vector at the left

and right side of the element boundary, and which is computed using HLLC scheme [43] in the present work. This scheme is
called discontinuous Galerkin method of degree p, or in short notation DG (P) method. Note that discontinuous Galerkin for-
mulations are very similar to finite volume schemes, especially in their use of numerical fluxes. Indeed, the classical first-
order cell-centered finite volume scheme exactly corresponds to the DG (P0) method, i.e., to the discontinuous Galerkin
method using a piecewise-constant polynomial. Consequently, the DG (Pk) methods with k > 0 can be regarded as a natural
generalization of finite volume methods to higher order methods. By simply increasing the degree p of the polynomials, the
DG methods of corresponding higher order are obtained. The domain and boundary integrals in Eq. (3.3) are calculated using
Gauss quadrature formulas. The number of quadrature points used is chosen to integrate exactly polynomials of order of 2p
and 2p + 1 for volume and surface inner products in the reference element. In the traditional DGM, termed nodal discontin-
uous Galerkin methods, numerical polynomial solutions Uh in each element are expressed using either standard Lagrange
finite element or hierarchical node-based basis as following

Uh ¼
XN

i¼1

UiðtÞBiðxÞ; ð3:4Þ

where Bi are the finite element basis functions. As a result, the unknowns to be solved for are the variables at the nodes Ui.
In the present work, the numerical polynomial solutions are represented using a Taylor series expansion at the center of

the cell. For example, if we do a Taylor series expansion at the center of the cell, a quadratic polynomial solution can be ex-
pressed as follows:

Uh ¼ Uc þ
@U
@x

####
c
ðx' xcÞ þ

@U
@y

####
c
ðy' ycÞ þ
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@2U
@x2

#####
c
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2
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2
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þ
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#####
c
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#####
c

ðy' ycÞðz' zcÞ ð3:5Þ

which can be further expressed as cell-averaged values and their derivatives at the center of the cell:
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where eU is the mean value of U in this cell. The unknowns to be solved for in this formulation are the cell-averaged variables
and their derivatives at the center of the cells. The dimension of the polynomial space is 10 and the basis functions are

480 H. Luo et al. / Journal of Computational Physics 236 (2013) 477–492



B1 ¼ 1; B2 ¼ x" xc; B3 ¼ y" yc; B4 ¼ z" zc
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The discontinuous Galerkin formulation then leads to the following 10 equations

d
dt
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Note that in this formulation, equations for the cell-averaged variables are decoupled from equations for their derivatives
due to the judicial choice of the basis functions and the fact that

Z

Xe

B1BidX ¼ 0 2 6 i 6 10 ð3:9Þ

In the implementation of this DG method, the basis functions are actually normalized in order to improve the conditioning of
the system matrix (3.3) as follows:
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ð3:10Þ

where Dx = 0.5(xmax " xmin), Dy = 0.5(ymax " ymin), and Dz = 0.5(zmax " zmin), and xmax, xmin, ymax, ymin, zmax, and zmin are the
maximum and minimum coordinates in the cell Xe in x-, y-, and z-directions, respectively. A quadratic polynomial solution
can then be rewritten as

Uh ¼ eUB1 þ UxB2 þ UyB3 þ UzB4 þ UxxB5 þ UyyB6 þ UzzB7 þ UxyB8 þ UxzB9 þ UyzB10 ð3:11Þ

where
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ð3:12Þ

This formulation belongs to the so-called modal discontinuous Galerkin method and has a number of attractive, distinct, and
useful features. First, cell-averaged variables and their derivatives are handily available in this formulation. This makes the
implementation of both in-cell and inter-cell reconstruction schemes straightforward and simple [26–28,30,31]. Secondly,
the Taylor basis is hierarchic. This greatly facilitates implementation of p-multigrid methods [16,17] and p-refinement.
Thirdly, the same basis functions are used for any shapes of elements: tetrahedron, pyramid, prism, and hexahedron. This
makes the implementation of DGM on arbitrary meshes straightforward.

3.2. Reconstructed discontinuous Galerkin methods

In comparison with reconstructed FV methods, the DGM have a significant drawback in that they require more degrees of
freedom, additional domain integration, and more Gauss quadrature points for the boundary integration, and therefore more
computational costs and storage requirements. On the one hand, the reconstruction methods that FV methods use to achieve
higher-order accuracy are relatively inexpensive but less accurate and robust. On the other hand, the DGM that can be
viewed as a different way to extend a FV method to higher orders are accurate and robust but costly. It is only natural
and tempting to combine the efficiency of the reconstruction methods and the accuracy of the DG methods. This idea
was originally introduced by Dumbser et al. in the frame of PnPm scheme [18–20], termed RDG (PnPm) in this paper, where
Pn indicates that a piecewise polynomial of degree of n is used to represent a DG solution, and Pm represents a reconstructed
polynomial solution of degree of m (m P n) that is used to compute the fluxes and source terms. The beauty of RDG (PnPm)
schemes is that they provide a unified formulation for both finite volume and DG methods, and contain both classical finite
volume and standard DG methods as two special cases of RDG (PnPm) schemes, and thus allow for a direct efficiency
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comparison. When n = 0, i.e., a piecewise constant polynomial is used to represent a numerical solution, RDG (P0Pm) is noth-
ing but classical high order finite volume schemes, where a polynomial solution of degree m (m P 1) is reconstructed from a
piecewise constant solution. When m = n, the reconstruction reduces to the identity operator, and RDG (PnPm) scheme yields
a standard DG method. Clearly, an accurate and efficient reconstruction is the key ingredient in extending the underlying DG
method to higher order accuracy. Our discussion in this work is mainly focused on a third order RDG (P1P2) method, as the
benefits of higher-order (>3rd) methods diminish dramatically for aerodynamic applications. Nevertheless, its extension to
higher order DG methods is straightforward, as demonstrated by Dumbser et al. in Ref. [18]. The RDG (P1P2) method is based
on a hierarchical Hermite WENO reconstruction and designed not only to reduce the high computing costs of the DGM, but
also to avoid spurious oscillations in the vicinity of strong discontinuities, thus ensuring the nonlinear stability of the RDG
method. Similar to moment limiters, the hierarchical reconstruction methods [35] reconstruct the derivatives in a hierarchi-
cal manner. In the case of the RDG (P1P2) method, the second derivatives (curvatures) are first reconstructed and the first
derivatives (gradients) are then reconstructed, which are describes in the next two sub-sections.

3.2.1. WENO reconstruction at P2: WENO (P1P2)
The reconstruction of the second derivatives consists of two steps: a quadratic polynomial solution (P2) is first recon-

structed using a least-squares method from the underlying linear polynomial (P1) discontinuous Galerkin solution, and
the final quadratic polynomial solution is then obtained using a WENO reconstruction, which is necessary to ensure the lin-
ear stability of the RDG method [36]. The resulting RDG method is referred to as WENO (P1P2) in this paper, where the qua-
dratic polynomial solution is obtained from the underlying linear DG solution via a WENO reconstruction.

3.2.1.1. Least-squares reconstruction. In the case of DG (P1) method, a linear polynomial solution Ui in any cell i is expressed as

Ui ¼ eUi þ UxiB2 þ UyiB3 þ UziB4 ð3:13Þ

A quadratic polynomial solution UR
i can be reconstructed using the underlying linear polynomial DG solution in the neigh-

boring cells as follows:

UR
i ¼ eU

R
i þ UR

xiB2 þ UR
yiB3 þ UR

ziB4 þ UR
xxiB5 þ UR

yyiB6 þ UR
zziB7 þ UR

xyiB8 þ UR
xziB9 þ UR

yziB10 ð3:14Þ

In order to maintain the compactness of the DG methods, the reconstruction is required to involve only von Neumann neigh-
borhood, i.e., the adjacent cells that share a face with the cell i under consideration. There are 10 degrees of freedom, and
therefore 10 unknowns must be determined. The first four unknowns can be trivially obtained, by requiring the consistency
of the RDG with the underlying DG: (1) The reconstruction scheme must be conservative, and (2) The values of the recon-
structed first derivatives are equal to the ones of the first derivatives of the underlying DG solution at the centroid i. Due to
the judicious choice of Taylor basis in our DG formulation, these four degrees of freedom simply coincide with the ones from
the underlying DG solution, i.e.,

eUR
i ¼ eUi;UR

xi ¼ Uxi;UR
yi ¼ Uyi;UR

zi ¼ Uzi ð3:15Þ

As a result, only six second derivatives need to be determined. This can be accomplished by requiring that the point-wise
values and first derivatives of the reconstructed solution are equal to these of the underlying DG solution at the cell centers
for all the adjacent face neighboring cells. Considering an adjacent neighboring cell j, one obtains

Uj ¼ eUi þ UxiB2 þ UyiB3 þ UziB4 þ UR
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ð3:16Þ

where the basis functions B are evaluated at the center of cell j, i.e., B = B(xj,yj,zj). This can be written in a matrix form as
follows:

Bj
5 Bj

6 Bj
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8 Bj
9 Bj

10
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4 0

0 Bj
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ð3:17Þ
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where R is used to represent the right-hand-side for simplicity. Similar equations can be written for all cells connected to the
cell i with a common face, which leads to a non-square matrix. The number of face-neighboring cells for a tetrahedral is four.
Consequently, the size of the resulting non-square matrix is 16 ! 6. In the present work, this over-determined linear system
of 16 equations for 6 unknowns is solved in the least-squares sense using both normal equation approach and the QR decom-
position to obtain the second derivatives of the reconstructed quadratic polynomial solution. One can easily verify that this
least-squares reconstruction satisfies the so-called 2-exactness, i.e., it can reconstruct a quadratic polynomial function
exactly.

3.2.1.2. WENO reconstruction. This least-squares reconstructed discontinuous Galerkin method: RDG (P1P2) has been success-
fully used to solve the 2D compressible Euler equations for smooth flows on arbitrary grids [26–28,30,31] and is able to
achieve the designed third order of accuracy and significantly improve the accuracy of the underlying second-order DG
method. However, when extended to solve the 3D compressible Euler equations on tetrahedral grids, this RDG method suf-
fers from the so-called linear instability, that is also observed in the second-order cell-centered finite volume methods, i.e.,
RDG (P0P1)[33]. This linear instability is attributed to the fact that the reconstruction stencils only involve von Neumann
neighborhood, i.e., adjacent face-neighboring cells [33]. The linear stability can be achieved using extended stencils, which
will unfortunately sacrifice the compactness of the underlying DG methods. Furthermore, such a linear reconstruction-based
DG method cannot maintain the non-linear instability, leading to non-physical oscillations in the vicinity of strong discon-
tinuities. Alternatively, ENO/WENO can be used to reconstruct a higher-order polynomial solution, which can not only en-
hance the order of accuracy of the underlying DG method but also achieve both linear and non-linear stability. Specifically,
the WENO scheme introduced by Dumber et al. [40] is adopted in this work, where an entire quadratic polynomial solution
on cell i is obtained using a nonlinear WENO reconstruction as a convex combination of the least-squares reconstructed sec-
ond derivatives at the cell itself and its four face-neighboring cells,

@2U
@xm@xn

!!!!!

WENO

i

¼
X5

k¼1

wk
@2U

@xm@xn

!!!!!
k

ð3:18Þ

where the normalized nonlinear weights wk are computed as

wk ¼
~wkP5

i¼1 ~wk
ð3:19Þ

The non-normalized nonlinear weights ~wi are functions of the linear weights ki and the so-called oscillation indicator oi

~wi ¼
ki

ðeþ oiÞc
ð3:20Þ

where e is a small positive number used to avoid division by zero, and c an integer parameter to control how fast the non-
linear weights decay for non-smooth stencils. The oscillation indicator for the reconstructed second order polynomials is
simply defined as

ok ¼
@2U

@xm@xn

!!!!!
k

 !2
2

4

3

5
1=2

ð3:21Þ

The linear weights ki can be chosen to balance the accuracy and the non-oscillatory property of the RDG method. Note that
the least-squares reconstructed polynomial at the cell itself serves as the central stencil and the least-squares reconstructed
polynomials on its four face-neighboring cells act as biased stencils in this WENO reconstruction. This reconstructed qua-
dratic polynomial solution is then used to compute the domain and boundary integrals of the underlying DG (P1) method
in Eq. (3.3). As demonstrated in Ref. [36], the resulting WENO (P1P2) method is able to achieve the designed third order
of accuracy, maintain the linear stability, and significantly improve the accuracy of the underlying second-order DG method
without significant increase in computing costs and storage requirements. Note that this RDG method is not compact any-
more, as neighbor’s neighbors are used in the solution update. However, the stencil used in the reconstruction is compact,
involving only von Neumann neighbors. Consequently, the resultant RDG method can be implemented in a compact manner.

3.2.2. WENO reconstruction at P1: HWENO (P1P2)
Although the WENO (P1P2) method does not introduce any new oscillatory behavior for the reconstructed curvature

terms (second derivatives) due to the WENO reconstruction, it cannot remove inherent oscillations in the underlying DG
(P1) solutions. Consequently, the WENO (P1P2) method still suffers from the non-linear instability for flows with strong dis-
continuities. In order to eliminate non-physical oscillations in the vicinity of strong discontinuities and thus maintain the
non-linear instability, the first derivatives need to be reconstructed using a WENO reconstruction. The resulting recon-
structed discontinuous Galerkin method based on this Hierarchical WENO reconstruction is termed as HWENO (P1P2) in this
paper, where a hierarchical reconstruction (successively from high order to low order) strategy [35] is adopted.
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The WENO reconstruction for the first derivatives is based on the reconstructed quadratic polynomial solutions of the
flow variables for each cell in the mesh. The stencils are only chosen in the von Neumann neighborhood. More precisely,
for a cell i, the following four stencils ði; j1; j2; j3Þ; ði; j1; j2; j4Þ; i:e:; j1; j3; j4Þ, and ði; j2; j3; j4Þ, where j1; j2; j3, and j4 designate
the four adjacent face-neighboring cells of the cell i are chosen to construct a Lagrange polynomial such that

Uj ¼ eUi þ UR
xiB2 þ UR

yiB3 þ UR
ziB4 þ UR

xxiB5 þ UR
yyiB6 þ UR

zziB7 þ UR
xyiB8 þ UR

xziB9 þ UR
yziB10 ð3:22Þ

where Uj refers to the pointwise value of the reconstructed polynomial solution at centroid of cell j and the basis functions B
are evaluated at the center of cell j, i.e., B = B(xj, yj, zj). In addition, the following four stencils ði; j1Þ; ði; j2Þ; ði; j3Þ, and ði; j4Þ are
chosen to construct a Hermite polynomial such that
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These eight reconstructed gradients UR
xi;U

R
yi; and UR

zi

" #
serving as the biased stencils and the gradient from the DG solution

itself at cell i (Uxi, Uyi, and Uzi) acting as the central stencil are used to modify the first derivatives based on the WENO recon-
struction as a convex combination of these nine derivatives,
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where the normalized nonlinear weights wk are computed as

wk ¼
~wkP9

i¼1 ~wk

ð3:25Þ

The non-normalized nonlinear weights ~wi are functions of the linear weights ki and the so-called oscillation indicator oi

~wi ¼
ki

ðeþ oiÞc
ð3:26Þ

where e is a small positive number used to avoid division by zero, and c an integer parameter to control how fast the non-
linear weights decay for non-smooth stencils. The oscillation indicator is simply defined as
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ð3:27Þ

The present choice of stencils is symmetric, and compact, as van Neumann neighbors are only involved in the reconstruction.
This means that no additional data structure is required for our HWENO (P1P2) method. Note that this WENO reconstruction
at P1 is the extension of a HWENO limiter developed for the DG (P1) by the authors in Ref. [15]. From the perspective of both
computational cost and solution accuracy, the above WENO reconstruction on P1 should only be used in the regions where
strong discontinuities exist. This can be accomplished using the so-called discontinuity detectors, which are helpful to dis-
tinguish regions where solutions are smooth and discontinuous. The beauty of this WENO reconstruction is that in case that
the reconstruction is mistakenly applied in the smooth cells, the uniform high-order accuracy can still be maintained, unlike
the slope limiters, which, when applied near smooth extrema, will have a profoundly adverse impact on solution in the
smooth region, leading to the loss of the original high-order accuracy. This remarkable feature of the WENO reconstruction
in turn alleviates the burden on the discontinuity detectors, as no discontinuity detectors can really either in theory or in
practice make a distinction between a stagnation point and a shock wave, as flow gradients near the stagnation point are
even larger than the ones near the shock wave in some cases. All numerical experiments presented in the next section
are performed by applying the P1 reconstruction everywhere in an effort to ensure that the computational results are not
affected by a shock detector, and to demonstrate the superior properties of the designed HWENO (P1P2) method.

4. Numerical examples

The hierarchical WENO reconstruction method has been implemented in a well-tested DG code [13–17] to solve a variety
of the compressible flow problems on tetrahedral grids, where a fast implicit p-multigrid method [16,17] is used to obtain
steady state solutions considered in this paper. A few examples are presented in this section to demonstrate that the devel-
oped HWENO (P1P2) method is able to maintain the non-linear stability and achieve the designed third order of accuracy. The
first two test cases are chosen to demonstrate that the developed HWENO (P1P2) method is able to achieve the designed
third-order of convergence for smooth flows. The next two test cases are used to assess the non-oscillatory property of
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the HWENO (P1P2) method for flows with strong discontinuities. The final test case is presented to illustrate the applicability
of the HWENO (P1P2) method to solve problems of scientific and industrial interests for complex configurations. All the grids
in our numerical experiments are generated using an advancing front method described in Refs. [41,42]. In the grid conver-
gence study of the first two test cases, a sequence of the three successively refined tetrahedral grids is used, where the cell
size is halved between consecutive meshes. The number of elements on a successively refined mesh is not exactly eight
times the coarse mesh’s elements due to the nature of unstructured grid generation. The length scale, characterizing the cell
size of an unstructured grid, is defined as 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nDOFs3
p

, where nDOFs is the total number of degrees of freedom. Since the ana-
lytical solutions are unknown, the following L 2-norm of the entropy production is used as the error measurement

kekL2ðXÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ

X
e2dX

s

where the entropy production e defined as

e ¼ S$ S1
S1

¼ p
p1

q1
q

" #c

$ 1

Note that the entropy production, where the entropy is defined as S = p/qc, is a very good criterion to measure accuracy of
the numerical solutions, since the flow under consideration is smooth and therefore isentropic.

4.1. Subsonic flow through a channel with a smooth bump

The problem under consideration is a subsonic internal flow inside a 3D channel with a smooth bump on the lower sur-
face. The height, width, and length of the channel are 0.8, 0.8, and 3, respectively. The shape of the lower wall is defined by
the function 0.0625exp ($25 % 2) from x = $1.5 to x = 1.5. The inflow condition is prescribed at a Mach number of 0.5, and an
angle of attack of 0o. Fig. 1 shows the three successively refined tetrahedral grids used in this the grid convergence study. The
numbers of elements, points, and boundary points for the coarse, medium, and fine grids are (889,254,171), (6986,1555,691),
and (55703,10822,2711), respectively. Numerical solutions to this problem are computed using the RDG (P1P1), WENO
(P1P2), and HWENO (P1P2) methods on these three grids to obtain a quantitative measurement of the order of accuracy
and discretization errors. Fig. 2 illustrates the computed velocity contours in the flow field obtained by the HWENO
(P1P2) methods on these three grids. The errors and the convergence rates for the three methods are reported in Table 1.
It shows the mesh size, the L2-error of the error function, and the order of convergence. Considering that this is a 3D sim-
ulation of a 2D problem, and unstructured tetrahedral grids are not symmetric by nature, thus causing error in the z-direc-
tion, the second order RDG (P1P1) method can be viewed to offer the designed second order of accuracy. Both WENO (P1P2)
and HWENO (P1P2) methods are able to deliver the designed third order of convergence, adding one order of accuracy to the
underlying DG (P1) method. As expected, the WENO reconstruction on P1 increases slightly the absolute error. However, it

Fig. 1. A sequence of three successively globally refined unstructured meshes used for computing a subsonic flow in a channel with a smooth bump.

Fig. 2. Computed velocity contours in the flow field obtained by the HWENO (P1P2) on a sequence of three successively globally refined unstructured grids
for a subsonic flow through a channel with a bump on the lower surface at M1 = 0.5.
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does not destroy the order of accuracy. This example demonstrates that the HWENO (P1P2) method can indeed achieve a
third-order rate of convergence for this smooth internal flow.

4.2. Subsonic flow past a sphere

A subsonic flow past a sphere at a Mach number of M1 = 0.5 is considered in this test case. A sequence of the three suc-
cessively refined tetrahedral grids used in this grid convergence study is shown in Fig. 3. The numbers of elements, points,
and boundary points for the coarse, medium, and fine grids are (535,167,124), (2426,598,322), and (16467,3425,1188),
respectively. Like the previous test case, the computations are performed on these three grids using the RDG (P1P1), WENO
(P1P2), and HWENO (P1P2) methods. Fig. 4 illustrates the computed velocity contours in the flow field obtained by the HWE-
NO (P1P2) method on these three grids. The errors and the orders of accuracy for the three methods are reported in Table 2.
All three methods achieve higher than the expected rates of convergence, being 2.36, 3.55, and 3.50 respectively. One can
observe again that the HWENO (P1P2) keeps the designed order of accuracy, although the WENO reconstruction on P1 in-
creases slightly the absolute errors of the WENO (P1P2) method. This example demonstrates that the HWENO (P1P2) method
is able to deliver a third-order rate of convergence for smooth external flows.

4.3. Transonic flow past an ONERA M6 wing

A transonic flow over the ONERA M6 wing at a Mach number of M1 = 0.84 and an attack of angle of a = 3.06! is considered
in this example. This standard test case is chosen to demonstrate that the developed HWENO (P1P2) method can effectively

Table 1
L2-error and order of convergence for the RDG (P1P1), WENO (P1P2), and HWENO (P1P2) methods.

Length scale RDG (P1P1) WENO (P1P2) HWENO (P1P2)

L2-error Order L2-error Order L2-error Order

6.552E!2 2.438E!3 2.183E!3 2.220E!3
3.295E!2 7.356E!4 1.744 2.794E!4 2.992 2.851E!4 2.987
1.650E!2 1.807e-4 2.032 4.539E!05 2.626 4.565E!5 2.647

Fig. 3. A series of four successively globally refined tetrahedral meshes for computing a subsonic flow past a sphere at M1 = 0.5.

Fig. 4. Computed velocity contours in the flow field obtained by the HWENO (P1P2) on a sequence of three successively globally refined unstructured grids
for a subsonic flow past a sphere at M1 = 0.5.
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suppress spurious oscillations in the vicinity of strong discontinuities and provide high accuracy solution in comparison with
the second-order finite volume method, WENO (P0P1) [37]. The flow solutions are presented using the WENO (P0P1) method
on a fine mesh and the HWENO (P1P2) method on a coarse mesh, respectively. The coarse mesh contains 95,266 elements,
18,806 points, and 5,287 boundary points, and the fine one 593,169 elements, 110,282 points, and 19,887 boundary points.
Fig. 5 shows the computed pressure contours on the upper wing surface obtained by these two solutions, respectively. The
computed pressure coefficients obtained by these two solutions are compared with experimental data [38] at six span-wise
stations in Fig. 6. The computed pressure coefficients for the HWENO (P1P2) solution are plotted by a straight line connecting
the two nodes of each triangle that intersect with the desired cut plane, thus truly reflecting the discontinuous nature of a DG
solution. The results obtained by both RDG methods compare closely with the experimental data, except at the root stations,
due to the lack of viscous effects. The leading edge suction peak is extremely well captured by both solutions in spite of the
coarseness of the grids used in both solutions. However, one can observe that the third-order HWENO (P1P2) solution on the
coarse mesh is more accurate than the second-order WENO (P0P1) solution on a globally refined grid, which is especially evi-
dent by judging the entropy production on the surface of the wing at these six span-wise stations as shown in Fig. 7. Note
that the entropy production corresponds directly to the error of the numerical methods, as it should be zero everywhere with
exception of shock waves where it should increase. The shocks are virtually captured within one cell without any oscillations
in the HWENO (P1P2) solution, clearly demonstrating the high accuracy and non-oscillatory property of our HWENO (P1P2)
method.

4.4. Transonic flow past a wing/pylon/finned-store configuration

A transonic flow past a wing/pylon/finned-store configuration reported in Ref. [39] is computed in this test case using
HWENO (P1P2) method. The configuration consists of a clipped delta wing with a 45! sweep comprised from a constant NACA
64010 symmetric airfoil section. The wing has a root chord of 15 in. a semi-span of 13 in. and a taper ratio of 0.134. The pylon
is located at the mid-span station and has a cross-section characterized by a flat plate closed at the leading and trailing edges
by a symmetrical ogive shape. The width of the pylon is 0.294 in. The four fins on the store are defined by a constant NACA
0008 airfoil section with a leading-edge sweep of 45! and a truncated tip. The mesh used in the computation contains
319,134 elements, 61,075 grid points, and 14,375 boundary points. The flow solution is presented at a Mach number of
0.95 and an angle of attack of 0!. Fig. 8 shows the computed pressure contours on the upper and lower wing surface, respec-
tively. The computed pressure coefficient distributions are compared with experimental data at two span-wise stations in
Fig. 9. The comparison with experimental data is excellent on both upper and lower surface up to 70% chord. As expected
from the Euler solution, the computation predicts a shock location that is downstream of that measured by the experiment

Table 2
L2-error and order of convergence for the RDG (P1P1), WENO (P1P2), and HWENO (P1P2) methods.

Length scale RDG (P1P1) WENO (P1P2) HWENO (P1P2)

L2-error Order L2-error Order L2-error Order

7.760E!2 1.783E!2 1.052E!2 1.117E!2
4.688E!2 5.010E!3 2.519 1.317E!3 4.124 1.503E!3 3.980
2.476E!2 1.232E!3 2.198 1.978E!4 2.964 2.201E!4 3.009

Fig. 5. Computed pressure contours on the unstructured surface mesh obtained by the WENO (P0P1) solution on the fine mesh (left, nelem = 593,169,
npoin = 110,282, nboun = 19,887), and the HWENO (P1P2) solution on the coarse mesh (right, nelem = 95,266, npoin = 18,806, nboun = 5287) for a transonic
flow past a M6 wing at M1 = 0.84, a = 3.06!.
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due to the lack of viscous effect. Again, our third-order HWENO (P1P2) method captures the shock waves very sharply within
one cell without any visible under-and over-shoots.

4.5. Transonic flows past a Boeing 747 aircraft

Finally, a transonic flow past a complete Boeing 747 aircraft is presented in this test case. The 747 configuration includes
the fuselage, wing, horizontal and vertical tails, under-wing pylons, and flow-through engine nacelle. The mesh used in the

Fig. 6. Comparison of the computed pressure coefficient distributions obtained by WENO (P0P1) and HWENO (P1P2) solutions with experimental data at six
span-wise locations for a transonic flow past the ONERA M6 wing at M1 = 0.84, and a = 3.06!.
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computation contains 48,851 grid points, 253,577 elements, and 11,802 boundary points for the half-span airplane. The solu-
tion is computed at a free stream of Mach number of 0.85 and an angle of attack of 2!. The computed Mach number contours
on the surface of the airplane, along with the surface mesh, are shown in Fig. 10. One can see that the shock waves on the
upper surface of the wing are captured well within one cell, confirming the accuracy and robustness of the HWENO (P1P2)
method for computing complicated flows of practical importance.

Fig. 7. Comparison of the computed entropy production distributions obtained by the WENO (P0P1) and HWENO (P1P2) solutions at six span-wise locations
for a transonic flow past the ONERA M6 wing at M1 = 0.84, and a = 3.06!.
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Fig. 8. Computed pressure contours on the unstructured surface mesh obtained by the HWENO (P1P2) solution (nelem = 319,134, npoin = 61,075,
nboun = 14,373) for a transonic flow past a wing/pylon/finned-store configuration at M1 = 0.95, and a = 0!.

Fig. 9. Comparison of the computed pressure coefficient distributions with experimental data at two span-wise locations for a transonic flow past a wing/
pylon/finned-store configuration at M1 = 0.95, and a = 0!.

Fig. 10. Computed Mach number contours and unstructured surface mesh for transonic flow past a complete B747 aircraft (nelem = 253,577,
npoin = 48,851, nboun = 11,802) at M1 = 0.85, and a = 2!.
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5. Conclusions

A reconstructed discontinuous Galerkin method based on a hierarchical Hermite WENO reconstruction, HWENO (P1P2),
has been presented for solving the compressible Euler equations on tetrahedral grids. The HWENO (P1P2) method is designed
not only to enhance the accuracy of the discontinuous Galerkin method, but also to avoid non-physical oscillations in the
vicinity of discontinuities. A number of numerical experiments for a variety of flow conditions have been conducted to dem-
onstrate the accuracy, robustness, and non-oscillatory performance of the HWENO (P1P2) method. The numerical results ob-
tained indicate that the developed HWENO (P1P2) method is able to provide sharp resolution of shock waves without over-
and under-shoots for flows with strong discontinuities and achieve the designed third-order of accuracy for smooth flows:
one order accuracy higher than the underlying DG method, thus significantly increasing the accuracy of the underlying DG
method without significant increase in computing costs and memory requirements.
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a b s t r a c t

A set of implicit methods are proposed for a third-order hierarchical WENO reconstructed discontinuous
Galerkin method for compressible flows on 3D hybrid grids. An attractive feature in these methods are
the application of the Jacobian matrix based on the P1 element approximation, resulting in a huge reduc-
tion of memory requirement compared with DG (P2). Also, three approaches — analytical derivation,
divided differencing, and automatic differentiation (AD) are presented to construct the Jacobian matrix
respectively, where the AD approach shows the best robustness. A variety of compressible flow problems
are computed to demonstrate the fast convergence property of the implemented flow solver. Further-
more, an SPMD (single program, multiple data) programming paradigm based on MPI is proposed to
achieve parallelism. The numerical results on complex geometries indicate that this low-storage implicit
method can provide a viable and attractive DG solution for complicated flows of practical importance.

! 2014 Published by Elsevier Ltd.

1. Introduction

The discontinuous Galerkin (DG) methods [1–26] have recently
become popular for the solution of systems of conservation laws.
The DG methods were first introduced for the solution of neutron
transport equations [27], and nowadays they are widely used in
computational fluid dynamics (CFD), computational acoustics,
and computational magneto-hydrodynamics (MHD). A number of
attractive features of the DG methods are listed in Ref. [28].
However, the DG methods also have their own weaknesses. Indeed,
compared to the finite element (FE) and finite volume (FV) meth-
ods, the DG methods require solutions of systems of equations
with more unknowns for the same grids. Consequently, DG are rec-
ognized as expensive in terms of both computational costs and
storage requirements.

In recent years, a number of so-called reconstruction DG
schemes are proposed in order to reduce the high costs associated
with the standard DG methods, like the recovery-based RDG (PnPm)
schemes (n 6 m) by Dumbser et al. [29–31], the hybrid
HWENO + DG schemes by Balsara et al. [32], the least-squares
reconstruction DG schemes by Luo et al. [33–37,28], and the class

of Green-Gauss reconstruction hybrid DG/FV schemes by Zhang
et al. [38,39]. All of these schemes are able to improve the spatial
accuracy of the underlying DG methods without significant extra
cost in storage and computing time. On the other side, in order
to achieve fast convergence for DG methods, implicit time integra-
tion is required. Unfortunately, many high-order implicit DG meth-
ods [40,8,41,5,42,9,7,43,44] require a considerable amount of
memory to store the Jacobian matrix. Indeed, it is our belief that
a lack of efficient solvers is one of the reasons that the application
of the DG methods for engineering-type problems does not exist.

Recently the present authors proposed an implicit WENO
reconstruction-based DG method for compressible flows on tetra-
hedral grids [45,46]. In this method, computation of the Jacobian
matrix is based on the underlying DG (P1) method only. The most
attractive feature of this implicit method is its low-storage require-
ment due to its DG (P1)-like linear system of equations, which
requires less than 1/6 of the memory of the implicit DG (P2)
method to achieve the same order of accuracy. Furthermore, in or-
der to alleviate the excessive human labor for constructing a well
approximated Jacobian matrix, the present authors introduced an
implicit method based on automatic differentiation for the WENO
reconstruction-based DG method on tetrahedral grids [47]. The
resulting implicit method is highly robust and efficient according
to a variety of test cases. In the present work, this method is
extended to 3D hybrid grids. Besides, the performance of three
approaches for constructing the Jacobian matrix: (1) analytical
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derivation, (2) divided differencing, and (3) automatic differentia-
tion is analyzed, respectively. A parallel strategy is proposed and
implemented based on a message passing interface (MPI) program-
ming paradigm. A variety of compressible flow problems for a wide
range of flow conditions in 3D configurations are computed to
demonstrate the performance of the developed implicit methods.

The remainder of this paper is organized as follows. The govern-
ing equations are described in Section 2. The discontinuous Galer-
kin discretization and the hierarchical WENO reconstruction
schemes are briefly introduced in Sections 3 and 3.2. The implicit
time integration method is given in Section 4. A set of methods
to construct the Jacobian matrix are presented and discussed in
Section 5. The parallelization strategy is illustrated in Section 6.
The numerical experiments are reported in Section 7. Finally, con-
cluding remarks are given in Section 8.

2. Governing equations

The Navier–Stokes equations governing unsteady compressible
viscous flows can be expressed as

@Uðx; tÞ
@t

þ @FkðUðx; tÞÞ
@xk

¼ @GkðUðx; tÞ;rUðx; tÞÞ
@xk

ð1Þ

where the summation convention has been used. The conservative
variable vector U, advective flux vector F, and viscous flux vector G
are defined by

U ¼
q

qui

qe

0

B@

1

CA Fj ¼
quj

quiuj þ pdij

ujðqeþ pÞ

0

B@

1

CA Gj ¼
0
sij

ulsij þ qj

0

B@

1

CA ð2Þ

Here q;p, and e denote the density, pressure, and specific total en-
ergy of the fluid, respectively, and ui is the velocity of the flow in the
coordinate direction xi. The pressure can be computed from the
equation of state

p ¼ ðc% 1Þq e% 1
2
ðu2 þ v2 þw2Þ

! "
ð3Þ

which is valid for perfect gas. The ratio of the specific heats c is as-
sumed to be constant and equal to 1.4. The viscous stress tensor sij

and heat flux vector qj are given by

sij ¼ l @ui

@xj
þ
@uj

@xi

! "
%

2
3
l @uk

@xk
dij qj ¼

1
c% 1

l
Pr

@T
@xj

ð4Þ

In the above equations, T is the temperature of the fluid, Pr the lam-
inar Prandtl number, which is taken as 0.7 for air. l represents the
molecular viscosity, which can be determined through Sutherlands
law

l
l0
¼ T

T0

! "3
2 T0 þ S

T þ S
ð5Þ

l0 denotes the viscosity at the reference temperature T0 and
S ¼ 110 K. The temperature of the fluid T is determined by

T ¼ c P
q ð6Þ

Neglecting viscous effects, the left-hand-side of Eq. (1) represents
the Euler equations governing unsteady compressible inviscid
flows.

3. Reconstructed discontinuous Galerkin method

3.1. Discontinuous Galerkin spatial discretization

Eq. (1) can be discretized using a discontinuous Galerkin finite
element formulation. First, we assume that the domain X is subdi-
vided into a collection of non-overlapping arbitrary elements Xe in
3D, and introduce the following broken Sobolev space Vp

h

Vp
h ¼ vh 2 L2ðXÞ

h im
: vhjXe

2 Vm
p

h i
8Xe 2 X

n o
ð7Þ

which consists of discontinuous vector polynomial functions of de-
gree p, and where m is the dimension of the unknown vector and Vp

is the space of all polynomials of degree 6 p. To formulate the dis-
continuous Galerkin method, we introduce the following weak for-
mulation, which is obtained by multiplying Eq. (1) by a test function
W, integrating over an element Xe, and then performing an integra-
tion by parts: find U 2 Vp such as

d
dt

Z

Xe

UW dXþ
Z

Ce

FkðUÞ &nkW dC%
Z

Xe

FkðUÞ &
@W
@xk

dX

¼
Z

Ce

GkðU;rUÞ &nkW dC%
Z

Xe

GkðU;rUÞ &@W
@xk

dX 8W2Vp ð8Þ

where U and W are represented by piecewise polynomial functions
of degrees p, which are discontinuous between the cell interfaces,
and nk the unit outward normal vector to the Ce: the boundary of
Xe. Assume that Bi is the basis of polynomial function of degrees
p, this is then equivalent to the following system of N equations,

d
dt

Z

Xe

UBi dXþ
Z

Ce

FkðUÞ &nkBi dC%
Z

Xe

FkðUÞ &
@Bi

@xk
dX

¼
Z

Ce

GkðU;rUÞ &nkBi dC%
Z

Xe

GkðU;rUÞ &
@Bi

@xk
dX 16 i6N ð9Þ

where N is the dimension of the polynomial space. Since the numer-
ical solution U is discontinuous between element interfaces, the
interface fluxes are not uniquely defined. The flux function
FkðUÞ & nk appearing in the second terms of Eq. (9) is replaced by a
numerical Riemann flux function HkðUL

h;U
R
h;nkÞ where UL

h and UR
h

are the conservative state vectors at the left and right side of the
element boundary. This scheme is called discontinuous Galerkin
method of degree p, or in short notation DG (p) method. By simply
increasing the degree p of the polynomials, the DG methods of cor-
responding higher order are obtained. In the present work, the
inviscid flux is evaluated by the HLLC [48] scheme and the viscous
flux by the Bassi–Rebay II scheme [5], respectively. For nodal dis-
continuous Galerkin methods, numerical polynomial solutions Uh

in each element are expressed using either standard Lagrange finite
element or hierarchical node-based basis like

Uh ¼
XN

i¼1

UiBiðxÞ ð10Þ

where Bi is the finite element basis function. The resulting un-
knowns to be solved are the variables at the nodes Ui. In the DG
method of our work, the numerical polynomial solutions are repre-
sented using a Taylor series expansion at the cell centroid and nor-
malized in order to improve the conditioning of the system matrix
Eq. (9). For example, the linear polynomial P1 solutions of the
underlying DG (P1) method used in the present work, consist of
cell-averaged values ~U and their normalized first derivatives
Ux ¼ @U

@x jcDx, Uy ¼ @U
@y jcDy, Uz ¼ @U

@z jcDz at the center of the cell, as ex-
pressed below,

UP1
h ¼ ~UB1 þ UxB2 þ UyB3 þ UzB4 ð11Þ

where the four basis functions are as below.
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B1 ¼ 1 B2 ¼
x" xc

Dx
B3 ¼

y" yc

Dy
B4 ¼

z" zc

Dz
ð12Þ

where Dx ¼ 0:5ðxmax " xminÞ, Dy ¼ 0:5ðymax " yminÞ, Dz ¼ 0:5ðzmax

"zminÞ. xmax; ymax; zmax and xmin; ymin; zmin are the maximum and mini-
mum vertex coordinates of the cell Xe, respectively. The above nor-
malization is especially important to make the system matrix less
stiff for higher-order discontinuous Galerkin approximations.

This formulation has a number of attractive, distinct, and useful
features. First, cell-averaged variables and their derivatives are
handily available in this formulation. This makes the implementa-
tion of both in-cell and inter-cell reconstruction schemes straight-
forward and simple [33,35,49,39,50]. Secondly, the Taylor basis is
hierarchic, which greatly facilitates the implementation of p-mul-
tigrid methods [51,52] and p-refinement. Thirdly, the same basis
functions are used for any shapes of elements: tetrahedron, pyra-
mid, prism, and hexahedron. This makes the implementation of
DG methods on arbitrary grids straightforward.

3.2. Hierarchical WENO reconstruction scheme

A third-order hierarchical WENO reconstruction scheme based
on the reconstructed discontinuous Galerkin method [34,50] de-
signed by the authors earlier for tetrahedral grids [28] is extended
to 3D hybrid grids in this work. This scheme adopts a hierarchical
reconstruction strategy [53] (successively from high order to low
order), where the second and first derivatives are reconstructed
in a hierarchical manner.

Firstly, the six normalized second derivatives UR
xx ¼ @2U

@x2 jcDx2,
UR

yy ¼ @2U
@y2 jcDy2, UR

zz ¼ @2U
@z2 jcDz2, UR

xy ¼ @2U
@x@y jcDxDy, UR

xz ¼ @2U
@x@z jcDxDz,

UR
yz ¼ @2U

@y@z jcDyDz are reconstructed using a least-squares method
[36] from the underlying linear polynomial (P1) discontinuous
Galerkin solution, and the reconstructed quadratic polynomial
(P2) solution is expressed as follows:

URP2
h ¼ UP1

h þ UR
xxB5 þ UR

yyB6 þ UR
zzB7 þ UR

xyB8 þ UR
xzB9 þ UR

yzB10 ð13Þ

where the six additional basis functions are

B5 ¼
B2

2

2
" 1

Xe

Z

Xe

B2
2

2
dX B6 ¼

B2
3

2
" 1

Xe

Z

Xe

B2
3

2
dX

B7 ¼
B2

4

2
" 1

Xe

Z

Xe

B2
4

2
dX B8 ¼ B2B3 "

1
Xe

Z

Xe

B2B3 dX

B9 ¼ B2B4 "
1
Xe

Z

Xe

B2B4 dX B10 ¼ B3B4 "
1
Xe

Z

Xe

B3B4 dX

ð14Þ

The final second derivatives are then obtained using a WENO recon-
struction as expressed below, which is necessary to ensure the lin-
ear stability of the RDG method on unstructured elements,

@2U
@xm@xn

!!!!!

WENO

i

¼
X1þNes

k¼1

wð2Þk
@2U

@xm@xn

!!!!!

R

k

ð15Þ

where Nes denotes the number of face-neighboring cells (equals to
4, 5, 5, and 6 for a tetrahedron, pyramid, prism and hexahedron,
respectively). The procedure of computing the normalized nonlin-
ear weights wð2Þk is described in Ref. [36]. The resulting RDG (P1P2)
method is referred to as WENO (P1P2).

Secondly, the first derivatives are reconstructed using a WENO
reconstruction in order to eliminate non-physical oscillations in
the vicinity of strong discontinuities and thus maintain the non-
linear stability,

@U
@xm

!!!!
WENO

i
¼
XNes

k¼1

wð1Þk
@U
@xm

!!!!
k

ð16Þ

where the procedure of computing the normalized nonlinear
weights wð1Þk are described in Ref. [28]. The resulting RDG (P1P2)
method based on this hierarchical WENO reconstruction is termed
as HWENO (P1P2). The present choice of reconstruction stencils is
symmetric, and compact, as only von Neumann neighbors are in-
volved, as demonstrated in Fig. 1. This means that no additional
data structure is required for our HWENO (P1P2) scheme.

In the HWENO (P1P2) RDG method, the reconstructed quadratic
polynomial solution is then used to compute the domain and
boundary integrals of the underlying DG (P1) method in Eq. (9).
As demonstrated in Ref. [28], this resulting HWENO (P1P2) RDG
method is also able to achieve the designed third-order of accuracy
for smooth flows at a moderate increase of computing costs in
comparison with the underlying DG (P1) method. The extra costs
are mainly due to the reconstruction, which is relatively cheap in
comparison to the evaluation of fluxes, and an extra Gauss quadra-
ture point, which is required to calculate the domain integrals for
the tetrahedral cell (5 quadrature points), as demonstrated in Table
1. In comparison to DG (P2), this represents a significant saving in
terms of flux evaluations. Most importantly, the number of degrees
of freedom is significantly reduced, which leads to a significant
reduction in memory requirements, and from which implicit meth-
ods will benefit tremendously. As a result, the implicit methods for
HWENO (P1P2) requires a much lower storage than DG (P2): 400
versus 2500 words per elemental implicit diagonal matrix (IDM),
while both can achieve the same order of accuracy!

4. Implicit temporal discretization

The spatial discretization of the governing equations leads to a
system of ordinary differential equations (ODEs) in time and Eq. (9)
can be written in an elemental semi-discrete form as

M
dU
dt
¼ RðUÞ ð17Þ

where U ¼ ðU1;U2; . . . ;Uk; . . . ;UNelemÞT is the global solution vector
of Ndegr & Netot& Nelem DOFs to be evolved in time. By applying
the backward Euler scheme to Eq. (17), one obtains

M
ðUnþ1 " UnÞ

Dt
¼ RðUnþ1Þ ð18Þ

which is a system of nonlinear equations for Unþ1. In order to solve
this type of equations, we can linearize R with respect to U at the
current time-step

RðUnþ1Þ ' RðUnÞ þ @R
@U

" #n

ðUnþ1 " UnÞ ð19Þ

where @R
@U

$ %n is the Jacobian matrix of the system, and denoted sym-
bolically as JðUnÞ. If we replace the right-hand-side term in Eq. (18)
with Eq. (19), we can get a delta form of the linear system of equa-
tions as follows:

ADUn ¼ M
Dt
" @R

@U

" #n" #
DUn ¼ RðUnÞ ð20Þ

where A is the left-hand-side matrix, and Dt is the time increment
and DUn ¼ Unþ1 " Un is the solution difference between time level n
and nþ 1. In the present flow solver, two algorithms are used for
the solution of the resulting linear system of equations. One is the
SGS (k) (Symmetric Gauss–Seidel) method [54], where k is a
pre-set number of sub-iterations. The other one is the LU-SGS
(lower–upper SGS) preconditioned GMRES (generalized minimal
residual) method [45–47,55], termed as GMRES + LU-SGS. These
two methods are well accepted and the implementation details
can be found in referred articles above. Also note that the GMRES
[56] method is among the most popular and efficient iterative
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algorithms and employed by various authors [57,40,41,58,42,13,
59,52,54,5,60,61,8,44].

5. Construction of the Jacobian matrix

In general, four methods are available to construct the Jacobian
matrix of the linear system of equations: (1) based on analytical
derivation; (2) based on numerical differentiation; (3) based on
automatic differentiation; and (4) based on symbolic mathematical
software (this is not implemented due to the time-consuming
manual operation). The first three methods are to be discussed in
detail, respectively.

5.1. Based on analytical derivation

The method based on analytical derivation requires the manual
implementation of analytic derivative formulae, which can typi-
cally result in very efficient code. However, this method is always
tedious, error-prone, and requires great manpower, if no simplifi-
cation of the system is made. In the case of the HWENO (P1P2)
RDG method, the exact Jacobian matrix is very hard to obtain, since
the HWENO (P1P2) reconstruction is highly nonlinear in nature,
and thus the linearization of such process might not be easily con-
ducted in an explicit layout. Even in the standard DG method, exact
linearization of the viscous flux scheme, e.g., the BR2 scheme, is not
trivial work. Thus more than usual, approximate Jacobian matrix is
used instead of the exact one in implicit DG methods
[48,41,58,42,52,62,13,63,44]. In the present work, the Jacobian ma-
trix for the HWENO (P1P2) RDG method can be derived based on
the approximate linearization of the underlying DG (P1) method,
that is, JHWENOðP1P2Þ # JDGðP1Þ. More specifically, the following two
approximations are adopted in face integrals and domain integrals,
respectively,

@Hij UR
i ;U

R
j ;nij

! "

@Ui
¼
@Hij UR

i ;U
R
j ;nij

! "

@UR
i

@UR
i

@Ui
# @HijðUi;Uj;nijÞ

@Ui
ð21Þ

@Fi UR
i

! "

@Ui
¼
@Fi UR

i

! "

@UR
i

@UR
i

@Ui
# @FiðUiÞ

@Ui
ð22Þ

where UR
i denotes the HWENO (P1P2) reconstructed solution. Fur-

thermore, for the inviscid part, the HLLC flux scheme is linearized
approximately by assuming the wavespeed as constant in face inte-
grals, which is called the frozen wavespeed version of implicit HLLC
scheme in Ref. [48]. For the viscous part, the BR2 scheme is linear-
ized by treating the local lift operator in face integrals, the global lift
operator in domain integrals, and the molecular viscosity as con-
stant, respectively.

5.2. Based on numerical differentiation

The method based on numerical differentiation, more specifi-
cally, backward divided differencing (DD), operates on some trun-
cation of the Taylor series. This method is easy to implement by
evaluating the residual vector using perturbations of the solution
vector, as expressed below:

JI;J ¼
@RI

@UJ
# RIðUþ e & eJÞ ' RIðUÞ

e ; e 2 R is a small number ð23Þ

where subscript I; J ¼ 1;2; . . . ; ðNdegr ( NetotÞ (20 for HWENO
(P1P2)). In addition, the computational mesh needs to be divided
into colored groups, which is required to confine elemental pertur-
bation within the element itself. In another word, two face-neigh-
boring cells cannot be in the same group. This DD-based method
is very easy to implement, and the result can approach closely to
the exact Jacobian matrix with a properly estimated perturbation
variable e (usually 10'7 ' 10'8 for smooth flows).

However, there are two issues with this method. For the first, e
is in fact problem-dependent, and the method will become
unstable where flow conditions change drastically, e.g., the shock
waves, thus can result in a sudden breakdown of the linear solver.
For the second, this method is very computationally intensive: it
requires k ( Ndegr ( Netot times in each Newton iteration to eval-
uate the residual vector, (that is 20k for DG (P1) and HWENO (P1P2),
and 50k for DG (P2)), where k is the number of colored groups
(k = 6–8, depending on meshes), and thus resulting in a highly
expensive method.

a b

Fig. 1. (a) The tetrahedral cell and its 4 face-neighboring cells. (b) The hexahedral cell and its 6 face-neighboring cells.

Table 1
Cost for DG (P1), HWENO (P1P2) and DG (P2) on a tetrahedral cell.

DG (P1) HWENO (P1P2) DG (P2)

NQP for
R
C fdC 3 4 7

NQP for
R
X fdX 4 5 7

Reconstruction No Yes No
Accuracy Oðh2Þ Oðh3Þ Oðh3Þ
Unit mem. for IDM 400 400 2500
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5.3. Based on automatic differentiation

The method based on automatic differentiation (AD) is to com-
pute the Jacobian matrix using the AD-generated source code.
Automatic differentiation is a technology for automatically aug-
menting computer programs, including arbitrarily complex simu-
lations, with statements for the computation of derivatives, also
known as sensitivities.

By using an AD tool, e.g., TAPENADE [64] as adopted in the
present work, the labor for manual coding can be significantly
reduced, which otherwise can be very complicated, tedious and
error-prone in the discontinuous Galerkin context if operated
manually, depending on the complexity of the numerical func-
tions. Similar to divided differencing, automatic differentiation
requires only the source program C. But instead of executing C
on different sets of inputs, the AD tool builds a new, augmented
code C0 that computes the analytical derivatives along with the
source program. This new program is called the differentiated
program. Each time the source program holds some value v,
the differentiated program holds an additional value dv, which
is the differential of v.

In the case of evaluation of the R.H.S residual vector in the pres-
ent work, the reconstruction, which is before computing the face
and domain integrals by using the reconstructed polynomial solu-
tion, is not included in the AD source program, due to the structure
of legacy code. Thus like the method based on analytical derivation
as introduced above, the source program of the underlying DG (P1)
method is provided for TAPENADE. For the inviscid part, the AD
process results in an differentiated program in which the HLLC flux
functions are exactly linearized. However, numerical tests con-
ducted by Batten et al. [48] showed that the exact implicit HLLC
scheme provided no further improvement than the frozen wave-
speed version of this scheme for convergence in terms of comput-
ing time, which is again confirmed in the present work. For the
viscous part, the AD process of face integrals results in an exact lin-
earization of the diffusion terms, including the local lift operator of
the BR2 scheme. But in the AD process of domain integrals, the glo-
bal lift operator of the BR2 scheme is treated as constant. This sim-
plification is made in order to offset the overhead of doubly
computing the face-based local lift operator to formulate the
cell-based global lift operator. With the attractive feature
described above, the AD-based method can also largely reduce
the workload for code maintenance in case the underlying numer-
ical flux schemes are updated, as the programmer only needs to
conduct the AD process with the updated source program C and
use the generated code C0 back in the solver code.

6. Parallelization

The compactness of the HWENO (P1P2) RDG method makes it
ideally suited for parallel computing. In the present work, an SPMD
(single program, multiple data) programming paradigm based on
the MPI library is adopted to achieve parallelism, the METIS library
[65] is used for the partitioning of a grid into sub-domain grids of
approximately the same size. Two examples are illustrated in
Fig. 2. The first one is a prismatic + hexahedral hybrid grid for flow
around a circular cylinder, which is split into 16 sub-domains as
shown in Fig. 2a. The second one is a tetrahedral grid for flow over
a wing/pylon/finned-store configuration, which is split into 64 sub-
domains as shown in Fig. 2b. The communication in parallel mode
is managed by the necessary standard MPI commands like non-
blocking send, nonblocking receive and wait commands. In the
present work, parallelization is implemented for both the explicit
and implicit methods.

7. Numerical examples

Computations on a series of well-documented test cases for the
compressible inviscid and viscous flows are carried out in this sec-
tion. In these test cases, the serial computations are conducted on a
Dell Precision T7400 personal computer (2.98 GHz Xeon CPU with
18 GBytes memory), and the parallel computations are performed
on a cluster (AMD Opteron 6128 8-core 2.0 GHz processor with 32
GBytes memory for each compute-node).

The following L2 norm of the entropy production is used as the
error measurement for the steady-state inviscid flow problems

kekL2ðXÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ

X
e2 dX

s

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XNelem

i¼1

Z

Xi

e2 dX

vuut

where the entropy production e is defined as

e ¼ S$ S1
S1

¼ p
p1

q1
q

" #c

$ 1

Note that the entropy production, where the entropy is defined
as S ¼ ðp=qÞc, is a very good criterion to measure the accuracy of
numerical solutions, since the flow under consideration is
isentropic.

In the present test cases, the convergence speedup factor for the
implicit methods is assessed according to the baseline results
obtained by the three-stage TVD Runge–Kutta (TVDRK3) explicit
time stepping scheme. For 2D illustration of a cluster of variables

x

y

-2 0 2

-2

0

2

a b

Fig. 2. Representation of domain decomposition by METIS.
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on the surface of solid body, e.g., extracted surface pressure
coefficients on a cut plane, the variables are computed at the two
nodes of each cell face that intersect with the cut plane, and plot-
ted by a straight line. This is the most accurate way to represent
the P1 solution, as the solution is linear on each cell face and multi-
ple values can exist across the cell interface due to the discontinu-
ous representation of DG solution. Some phrase abbreviations for
describing a computational grid are defined as follows: Nelem,
number of total elements of a grid; Ntetr, number of tetrahedral
elements; Npyra, number of pyramidal elements; Npris, number
of prismatic elements; Nhexa, number of hexahedral elements; Na-
fac, number of total boundary faces; Npoin, number of grid vertex
node.

7.1. Subsonic flow past a circular cylinder

This is a well-known test case: inviscid subsonic flow past a cir-
cular cylinder at a Mach number of M1 ¼ 0:38. This test case is cho-
sen to test the accuracy of the WENO (P1P2) methods and the
performance of the implicit methods on hybrid grids. This is a 3D
simulation of the 2D problem. Computation is conducted on a series
of four successively refined prismatic + hexahedral hybrid grids,
having ð16þ 8Þ % 4 (Level-1), ð32þ 16Þ % 8 (Level-2), ð64þ 32Þ%
16 (Level-3) and ð128þ 64Þ % 32 (Level-4) cells in the x–y plane
and 1 cell in the z-direction, as shown in Fig. 3a–d. Numerical solu-
tions to this problem are computed using DG (P1) and WENO (P1P2)
on these grids to obtain a quantitative measurement of the
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Fig. 3. (a–d) A sequence of four successively refined prismatic + hexahedral hybrid grids. Computed Mach number contours in the flow field by (e–h) DG (P1) and (i–l) WENO
(P1P2) solutions for inviscid subsonic flow past a circular cylinder at M1 ¼ 0:38.
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discretization errors, which are presented in Tables 2 and 3. They
show the grid size, the L2 error of the solutions, and the piece-wise
order of convergence. Fig. 3e–h, and Fig. 3i–l show the computed
Mach number contours in the flow field obtained by the DG (P1)

and WENO (P1P2) solutions on the four grids, respectively. One
can see that the WENO (P1P2) solutions are more accurate than
the DG (P1) solutions on the first three grids. Both the DG (P1) and
WENO (P1P2) solutions are virtually identical on the finest grid.
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Fig. 3 (continued)

Table 2
The circular cylinder case on prismatic/hexahedral hybrid grids: DG (P1).

No. of cells Cell size L2 error Order (slope)

ð16þ 8Þ $ 4 h %0.12907E + 01 –
ð32þ 16Þ $ 8 h=2 %0.19912E + 01 2.326
ð64þ 32Þ $ 16 h=4 %0.27710E + 01 2.593
ð128þ 64Þ $ 32 h=8 %0.35798E + 01 2.697

Table 3
The circular cylinder case on prismatic/hexahedral hybrid grids: WENO (P1P2).

No. of cells Cell size L2 error Order (slope)

ð16þ 8Þ $ 4 h %0.12000E + 01 –
ð32þ 16Þ $ 8 h=2 %0.23306E + 01 3.762
ð64þ 32Þ $ 16 h=4 %0.36842E + 01 4.500
ð128þ 64Þ $ 32 h=8 %0.46498E + 01 3.219
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However, WENO (P1P2) does yield a slightly more accurate solution
than DG (P1) at the same grid resolution if we compare the L2 errors
in Tables 2 and 3. Seen from Fig. 4a, DG (P1) and WENO (P1P2) each
achieves an averaged slope of over 2 and 3, respectively. Fig. 4b
illustrates that WENO (P1P2) requires significantly fewer degrees
of freedom than DG (P1) for the same accuracy. Fig. 5a and b shows
a comparison of convergence histories versus time steps and CPU
time on the Level-3 grid, respectively for implicit DG (P1) and
WENO (P1P2) using the Jacobian matrix based on analytical deriva-
tion. The implicit method converges in nearly the same number of
time steps and CPU time for both DG (P1) and WENO (P1P2) solu-
tions, demonstrating the order independence of this implicit meth-
od. The performance of the implicit DG (P1) and WENO (P1P2)
methods is also carried out on the Level-4 grid, as displayed in

Fig. 6a and b. Again, the similar order independence of the implicit
method is observed.

7.2. Subsonic flow past a sphere

In this test case, an inviscid subsonic flow past a sphere at a
free-stream Mach number of M1 ¼ 0:5 is chosen to assess the
accuracy of WENO (P1P2) and the performance of the implicit
methods on 3D configurations. A sequence of three successively
refined tetrahedral grids for computation are shown in Fig. 7a–c,
respectively: Level-1 (Nelem = 535, Npoin = 167, Nafac = 244),
Level-2 (Nelem = 2426, Npoin = 589, Nafac = 640), and Level-3
(Nelem = 16,467, Npoin = 3425, Nafac = 2372). The cell size is
halved between two consecutive grids. Note that only a quarter
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Fig. 4. L2 errors of numerical solutions versus (a) cell size and (b) number of degree of freedom, for subsonic flow past a circular cylinder at M1 ¼ 0:38.

-7

-6

-5

-4

-3

-2

-1

 0

 1

 0  50  100  150  200  250  300

L
og

(R
es

id
ua

l)

Time Step

SGS(5)-DG(P1), Level 3
SGS(5)-WENO(P1P2), Level 3

-7

-6

-5

-4

-3

-2

-1

 0

 1

 0  10  20  30  40  50  60  70

L
og

(R
es

id
ua

l)

CPU Time, Second

SGS(5)-DG(P1), Level 3
SGS(5)-WENO(P1P2), Level 3

a b

Fig. 5. Convergence history versus (a) time steps and (b) CPU time for the implicit methods on the Level-3 grid, for subsonic flow past a circular cylinder at M1 ¼ 0:38.
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Fig. 6. Convergence history versus (a) time steps and (b) CPU time for the implicit methods on the Level-4 grid, for subsonic flow past a circular cylinder at M1 ¼ 0:38.
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of the configuration is modeled due to symmetry of the problem.
Fig. 7d–f and g–i display the computed Mach number contours in
the flow field by DG (P1) and WENO (P1P2) solutions, respectively.
Fig. 8a and b show the L2 errors of numerical solutions versus cell
size and No. DOFs respectively. The results obtained by DG (P1) and
WENO (P1P2), perhaps not as impressive as those shown in the
previous test case likely due to the tetrahedral grid quality, do
indicate that DG (P1) and WENO (P1P2) exhibit a Oðh2Þ and Oðh3Þ
order of convergence on smooth solutions, respectively. Fig. 9a
and b displays a comparison of convergence histories versus time
steps and CPU time between explicit and implicit methods, using
WENO (P1P2) on the Level-1, Level-2 and Level-3 grids respectively.
The implicit method uses the Jacobian matrix based on analytical

derivation, which obtains the convergence in nearly the same
number of time steps on all the three grids as shown in Fig. 9a,
demonstrating the order independence of this implicit method.
The implicit method is over 30 times faster than its explicit
TVDRK3 counterpart as shown in Fig. 9b.

7.3. Transonic flow over the ONERA M6 wing

An inviscid transonic flow over the ONERA M6 wing at
M1 ¼ 0:84 and a ¼ 3:06

$
is considered in this case in order to

assess the performance of HWENO (P1P2) and the implicit methods
at the presence of strong discontinuities. A tetrahedral grid
(Nelem = 95,266, Npoin = 18,806, Nafac = 10,579) is used in
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Fig. 7. (a–c) A sequence of three successively refined tetrahedral grids. Computed Mach number contours obtained by (d–f) DG (P1) and (g–i) WENO (P1P2) solutions, for
inviscid subsonic flow past a sphere at M1 ¼ 0:5.
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computation, as the surface triangular meshes is shown in Fig. 10a.
Fig. 10b shows the computed surface pressure contours on the
upper wing. The computed pressure coefficients are compared
with experimental data [66] at six span-wise locations in
Fig. 11a–f. The results conform closely with the experimental data,
except at the root stations as shown in Fig. 11a and b, due to lack of
viscous effects. The leading edge suction peak is extremely well
captured in spite of the low grid resolution. The shocks are virtu-
ally captured within one cell without oscillations, clearly demon-
strating the high accuracy and non-oscillatory property of our
HWENO (P1P2) reconstruction scheme. Fig. 12a and b displays
the convergence histories versus time steps and CPU time respec-
tively, obtained by the implicit method, in which the Jacobian ma-
trix is based on analytical derivation. This is a one-minute job by

taking advantage of parallel computing on 128 CPU processors! Be-
sides, note that the residual level would not further drop down
after a decrease of 3 or 4 orders of magnitude in this test case,
although the flow field has reached the steady state. This phenom-
enon is sometimes called ‘‘convergence stall’’, which could be ob-
served for problems with strong discontinuities or sharp edges,
especially when nonlinear approaches like WENO schemes are
used.

7.4. Transonic flow over the wing/pylon/finned-store configuration

An inviscid transonic flow over the wing/pylon/finned-store
configuration at a free-stream Mach number of M1 ¼ 0:95 and
attack angle of a ¼ 0

"
is considered in this test case, in order to
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assess the performance of HWENO (P1P2) and the implicit methods
for complex geometric configurations. The detailed description of
this configuration is reported by Ref. [67]. The configuration con-
sists of a clipped delta wing with a 45

!
sweep comprised from a

constant NACA 64010 symmetric airfoil section. The wing has a
root chord of 15 inches, a semi-span of 13 inches, and a taper ratio
of 0.134. The pylon is located at the midspan station and has a
cross-section characterized by a flat plate closed at the leading
and trailing edges by a symmetrical olive shape. The width of the
pylon is 0.294 inches. The four fins on the store are defined by a
constant NACA 0008 airfoil section with a leading-edge sweep of
45! and a truncated tip. Computation is conducted on a tetrahedral
grid (Nelem = 319,134, Npoin = 147,289, Nafac = 28,738), as the
surface meshes are shown in Fig. 13a and b. Fig. 13c and d show
the computed pressure contours on the upper and lower wing sur-
faces, respectively. The computed pressure coefficient distributions
are compared with experimental data at two span-wise stations in
Fig. 14a and b, respectively. The comparison with experimental
data is excellent on both upper and lower surfaces up to 70%
chord. As expected from the Euler solution, the computation
predicts a shock location that is downstream of that measured by
the experiment due to the lack of viscous effect. Again, our HWENO
(P1P2) method captures the shock waves very sharply within one
cell without visible under- and over-shoots. Fig. 15a and b show
the convergence histories of versus time steps and CPU time
respectively, obtained by the implicit method, in which the
Jacobian matrix is based on analytical derivation. By taking advan-
tage of parallel computing on 128 CPU processors, this test case be-
comes simply a five-minute job, demonstrating the efficiency of
the parallel, implicit methods developed in the present work.

7.5. Laminar flow past a flat plate

The laminar boundary layer over an adiabatic flat plate at a free-
stream Mach number of M1 ¼ 0:5 and a Reynolds number of

Re = 100,000 based on the free-stream velocity and the length of
the flat plate is considered in this test case. This problem is chosen
to assess (1) the accuracy of the WENO (P1P2) scheme for the dis-
cretization of the viscous and heat fluxes in the Navier–Stokes
equations, as the classical Blasius solution can be used to measure
the accuracy of the numerical solution, (2) performance of the im-
plicit method for viscous flows. The computational domain is
bounded from #0.5 to 1.0 along the x-direction, from 0 to 1.0 along
the y-direction, and from 0 to 0.1 along the z-direction, and the no-
slip surface starts at point ð0;0; zÞ and extends to ð1;0; zÞ. A slip
condition is prescribed along the bottom side of the domain for
x 2 ½#0:5;0' with v ¼ 0. Symmetry conditions are prescribed for
the front and back boundary with w ¼ 0. The characteristic bound-
ary is prescribed to the left side (x ¼ #0:5), top side (y ¼ 1), and
right side (x ¼ 1).

Firstly, computation is conducted on a tetrahedral grid
(Ntetr = 47,536) as shown in Fig. 16a. Fig. 16b renders a closer view
at the near-wall region, which depicts the sparsity of the grid reso-
lution in the boundary layer. Fig. 16c compares the computed cf dis-
tributions obtained by DG (P1) and WENO (P1P2) solutions with the
analytical solution. They are highly accurate on this grid. The differ-
ence is only discernible if one takes a zoom-in observation, e.g., for
x 2 ½0:5; 0:6' in Fig. 16d, where WENO (P1P2) presents a slightly bet-
ter prediction than DG (P1). Fig. 16e and f compare the computed
velocity profiles with the analytical solutions at the three down-
stream locations, where both the DG (P1) and WENO (P1P2) solu-
tions exhibit a consistent convergence in the flow field. Fig. 17a
and b display the convergence histories versus time steps and
CPU time respectively for both the explicit and implicit methods.
The GMRES method is chosen as the linear solver in the implicit
methods. For implicit DG (P1), the Jacobian matrix based on auto-
matic differentiation (denoted as GMRES-AD-DG (P1)) provides
the fastest convergence of the three methods. The one based on di-
vided differencing (denoted as GMRES-DD-DG (P1)), although re-
quires much fewer time steps than the one based on analytical
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Fig. 10. (a) Surface meshes of the tetrahedral grid. (b) Computed pressure contours in the flow field obtained by HWENO (P1P2) solutions, for transonic flow over the ONERA
M6 wing at M1 ¼ 0:84;a ¼ 3:06! .
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differentiation (denoted as MD-GMRES-DG (P1)), turns out to be the
slowest in terms of CPU time among the three methods. For implicit
WENO (P1P2), only the one based on AD (denoted as GMRES-AD-
WENO (P1P2)) achieved an effective convergence in this test case,
indicating the high robustness to use the AD technique to linearize
the viscous terms in the WENO (P1P2) RDG method. Overall, the im-
plicit methods are 30 times faster than their TVDRK3 counterpart,
demonstrating the superior advantage of using the developed im-
plicit methods for viscous flow problems.

Secondly, computation is conducted on a prismatic + hexahedral
hybrid grid (Npris = 977, Nhexa = 358) as shown in Fig. 18a. A
zoom-in observation in Fig. 18b shows that the boundary layer re-
gion mainly consists of hexahedral elements, except at the leading

edge region of the plate, where prismatic elements are filled.
Fig. 18c shows the comparison of the computed cf distributions ob-
tained by DG (P1) and WENO (P1P2) solutions with the analytical
solution. A zoom-in observation for x 2 ½0:02;0:1" in Fig. 18d clearly
demonstrates a more accurate prediction presented by WENO
(P1P2) than DG (P1). Fig. 18e and f compare the computed velocity
profiles with the analytical solutions at three downstream loca-
tions, where both the DG (P1) and WENO (P1P2) solutions again
demonstrate a highly consistent convergence in the flow field.
Fig. 19a and b show the convergence histories versus time steps
and CPU time respectively for the implicit DG (P1) and WENO
(P1P2) methods (denoted as SGS (5)-AD-DG (P1) and SGS (5)-AD-
WENO (P1P2)), in which the SGS (5) method is chosen as the linear
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Fig. 11. Plot of pressure coefficient distributions at six span-wise locations for transonic flow over the ONERA M6 wing at M1 ¼ 0:84;a ¼ 3:06$: (a) g ¼ 0:20, (b) g ¼ 0:44, (c)
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solver, and the Jacobian matrix is based on automatic differentia-
tion. Compared with the implicit DG (P1), the implicit WENO
(P1P2) obtains the convergence without a significant increase in

terms of both time steps and CPU time, demonstrating the order
independence of the implicit method for computing viscous flows
on hybrid grids.
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Fig. 13. (a–b) The surface meshes of a tetrahedral grid. (c–d) Computed pressure contours on the unstructured surface mesh of a tetrahedral grid obtained by the HWENO
(P1P2) solutions for a transonic flow over a wing/pylon/finned-store configuration at M1 ¼ 0:95;a ¼ 0" .
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Fig. 18. Plot of the prismatic + hexahedral hybrid grids for laminar flow past a flat plate at Re = 100,000: (a) global domain; (b) boundary layer region; (c) logarithmic plot of
the computed skin friction coefficient cf distribution along the flat plate x 2 ½0;1"; (d) cf distribution at x 2 ½0:02;0:1"; (e) x-velocity u versus g; (f) scaled y-velocity vþ versus
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Fig. 20. A tetrahedral grid for subsonic flow over a sharp-edged slender delta wing at M1 ¼ 0:3;a ¼ 20:5" and Re ¼ 0:95# 106: (a) triangular surface meshes; (b) extracted
meshes on sliced plane of x=L ¼ 0:9.
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Fig. 21. Surface pressure coefficient distributions obtained by the WENO (P1P2) solutions at four typical downstream intersections for subsonic flow over a delta wing at
M1 ¼ 0:3;a ¼ 20:5" and Re ¼ 0:95# 106: (a) x=L ¼ 0:3, (b) x=L ¼ 0:5, (b) x=L ¼ 0:7, (c) x=L ¼ 0:9.
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7.6. Subsonic flow around a delta wing at Re ¼ 0:95" 106

A subsonic flow around a sharp-edged slender delta wing at a
free-stream Mach number of M1 ¼ 0:3, angle of attack a ¼ 20:5

#
,

and Reynolds number of Re ¼ 0:95" 106 based on a mean cord
length of 1 is presented in this test case in order to assess the per-
formance of our implicit WENO (P1P2) RDG method for computing
high Reynolds number flows, as the experimental data is available
for the geometric configuration [68] considered. The aspect ratio
of this delta wing is equal to 1, which corresponds to a sweep angle
of 75:9638

#
. The upper surface of the wing is flat and the cross sec-

tion is triangular ahead of x=L ¼ 0:9, with the maximum thickness
0:021L. The cross section downstream of x=L ¼ 0:9 is trapezoidal,
and the trailing edge is sharp. A tetrahedral grid (Nelem = 316,139,
Npoin = 58,322, Nafac = 21,712) is used in computation, as the tri-
angular meshes of the wing surface are displayed in Fig. 20a, where
the no-slip and adiabatic boundary conditions are prescribed.
Fig. 20b displays a sliced-plane of x=L ¼ 0:9, where one can see
the highly stretched anisotropic elements piled on the wing surface.
The height of the elements on the first layer is 0:5" 10$3, with a
growth rate of 1.3 normal to the surface and 5 layers in total. The
rest of the domain is filled with isotropic elements. Computation
is initialized with constant free-stream values in the entire domain.
The flow filed is assumed to have reached the steady state using the
implicit WENO (P1P2) method (Jacobian matrix based on automatic
differentiation) after a decrease of 8 orders of magnitude for the
global density residual in only 191 time steps as shown in
Fig. 22a. The convergence history versus CPU time is shown in
Fig. 22b. Fig. 21a–d show the computed surface pressure coefficient
distributions compared with the experimental data at four stations
along the chord of the geometry. At the forward and middle stations
as shown in Fig. 21a–c, the numerical results agree well with the
experimental data, However the pressure coefficients are signifi-
cantly over-predicted on the lower wing surface at station
x=L ¼ 0:9 as shown in Fig. 21d. Similar results were previously re-
ported in Ref. [69,63]. The reason for the disagreement is not clearly
known, but it was surmised that the disagreement might be caused
by the presence of the pressure tubing that exits from the model in
the lower surface trailing-edge region [69].

8. Conclusion

A set of implicit methods are developed for the third-order
Hierarchical WENO (P1P2) reconstruction based discontinuous
Galerkin method for the solution of compressible flows on 3D
hybrid grids. These implicit methods compute the Jacobian matrix
arising from Newton linearization based on the underlying P1

element approximation. In particular, three approaches: analytical
derivation, divided differencing, and automatic differentiation are
designed to construct the Jacobian matrix respectively, where the
AD-based approach have shown the best robustness. Furthermore,
these implicit methods are verified to compute the flows with dis-
continuities without any difficulty. The advantages of the devel-
oped implicit method lie in two aspects. On one side, this
method can achieve the third-order accuracy, adding one order
to the underlying implicit DG (P1) method without significant extra
cost in computing time and memory requirement. On the other,
this method only requires less than 1/6 of the memory space of
the implicit DG (P2) method to achieve the same order of accuracy,
resulting in a fast as well as low storage method that can be effi-
ciently used to accelerate the convergence. An SPMD (single pro-
gram, multiple data) programming paradigm based on MPI has
been employed to achieve parallelism. The numerical results indi-
cate that the developed implicit methods are orders of magnitude
faster than their explicit counterpart. The performance of parallel
computing shows that using these implicit methods, the HWENO
(P1P2) RDG method provides a viable and attractive DG solution
for complicated flows of practical importance.
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a b s t r a c t

An Implicit Reconstructed Discontinuous Galerkin method, IRDG (P1P2), is presented for solving the com-
pressible Euler equations on tetrahedral grids. In this method, a quadratic polynomial (P2) solution is first
reconstructed using a least-squares method from the underlying linear polynomial (P1) DG solution. By
taking advantage of the derivatives in the DG formulation, the stencils used in the reconstruction involve
only von Neumann neighborhood (adjacent face-neighboring cells) and thus are compact and consistent
with the underlying DG method. The final P2 solution is then obtained using a WENO reconstruction,
which is necessary to ensure stability of the RDG (P1P2) method. A matrix-free GMRES (generalized min-
imum residual) algorithm is presented to solve the approximate system of linear equations arising from
Newton linearization. The LU-SGS (lower–upper symmetric Gauss–Seidel) preconditioner is applied with
both the simplified and approximate Jacobian matrices. The numerical experiments on a variety of flow
problems demonstrate that the developed IRDG (P1P2) method is able to obtain a speedup of at least two
orders of magnitude than its explicit counterpart, maintain the linear stability, and achieve the designed
third order of accuracy: one order of accuracy higher than the underlying second-order DG (P1) method
without significant increase in computing costs and storage requirements. It is also found that a well
approximated Jacobian matrix is essential for the IRDG method to achieve fast converging speed and
maintain robustness on large-scale problems.

! 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The discontinuous Galerkin methods [1–25] combine two
advantageous features commonly associated to finite element and
finite volume methods. As in classical finite element methods, accu-
racy is obtained by means of high-order polynomial approximation
within an element rather than by wide stencils as in the case of fi-
nite volume methods. The physics of wave propagation is, however,
accounted for by solving the Riemann problems that arise from the
discontinuous representation of the solution at element interfaces.
In this respect, the methods are therefore similar to finite volume
methods. In contrast to the enormous advances in the theoretical
and numerical analysis of the DG methods, the development of a
viable, attractive, competitive, and ultimately superior DG method
over the more mature and well-established second order methods
is relatively an untouched area. This is mainly due to the fact that
the DG methods have a number of weaknesses that have yet to be
addressed, before they can be robustly used to flow problems of

practical interest in a complex configuration environment. In par-
ticular, there are three most challenging and unresolved issues in
the DG methods: (a) how to efficiently discretize diffusion terms re-
quired for the Navier–Stokes equations, (b) how to effectively con-
trol spurious oscillations in the presence of strong discontinuities,
and (c) how to develop efficient time integration schemes for time
accurate and steady-state solutions. Indeed, compared to the finite
element methods and finite volume methods, the DG methods re-
quire solutions of systems of equations with more unknowns for
the same grids. Consequently, these methods have been recognized
as expensive in terms of both computational costs and storage
requirements.

Dumbser et al. [18–20] have originally introduced a new family
of reconstructed DG (RDG) methods, termed PnPm schemes, where
Pn indicates that a piecewise polynomial of degree of n is used to rep-
resent a DG solution, and Pm represents a reconstructed polynomial
solution of degree of m (m P n) that is used to compute the fluxes.
The beauty of PnPm schemes is that they provide a unified formula-
tion for both finite volume and DG methods, and contain both clas-
sical finite volume and standard DG methods as two special cases of
PnPm schemes, and thus allow for a direct efficiency comparison.

http://dx.doi.org/10.1016/j.compfluid.2014.02.027
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Obviously, the construction of an accurate and efficient recon-
struction operator is crucial to the success of the PnPm schemes.
In Dumbser’s work, this is achieved using a so-called in-cell recov-
ery. The resultant over-determined system is then solved using a
least-squares method that guarantees exact conservation, not only
of the cell averages but also of all higher order moments in the
reconstructed cell itself, such as slopes and curvatures. However,
this conservative least-squares recovery approach is computation-
ally expensive, as it involves both recovery of a polynomial solu-
tion of higher order and least-squares solution of the resulting
over-determined system. Furthermore, the recovery might be
problematic for a boundary cell, where the number of the face-
neighboring cells might be not enough to provide the necessary
information to recover a polynomial solution of a desired order.

Fortunately, recovery is not the only way to obtain a polynomial
solution of higher order from the underlying discontinuous Galer-
kin solutions. Rather, reconstruction widely used in the FV meth-
ods provides an alternative, probably a better choice to obtain a
higher-order polynomial representation. Luo et al. developed a
reconstructed discontinuous Galerkin method using a Taylor basis
[26–28] for the solution of the compressible Euler and Navier–
Stokes equations on arbitrary grids, where a higher order polyno-
mial solution is reconstructed by use of a strong interpolation,
requiring point values and derivatives to be interpolated on the
face-neighboring cells. The resulting over-determined linear sys-
tem of equations is then solved in the least-squares sense. This
reconstruction scheme only involves the von Neumann neighbor-
hood, and thus is compact, simple, robust, and flexible. The recon-
struction scheme guarantees exact conservation, not only of the
cell averages but also of their slopes due to a judicious choice of
our Taylor basis.

However, the attempt to naturally extend the RDG method to
solve 3D Euler equations on tetrahedral grids is not successful. Like
the second order cell-centered finite volume methods, i.e., RDG
(P0P1), the resultant RDG (P1P2) methods are unstable. Although
in general, RDG (P0P1) methods are stable in 2D and on Cartesian
or structured grids in 3D, they suffer from the so-called linear
instability on unstructured tetrahedral grids, when the reconstruc-
tion stencils only involve von Neumann neighborhood, i.e., adja-
cent face-neighboring cells [29]. Unfortunately, the RDG (P1P2)
method exhibits the same linear instability, which can be over-
come by using extended stencils. However, this is achieved at the
expense of sacrificing the compactness of the underlying DG meth-
ods. Furthermore, these linear reconstruction-based DG methods
will suffer from non-physical oscillations in the vicinity of strong
discontinuities for the compressible Euler equations. Alternatively,
ENO, WENO, and HWENO can be used to reconstruct a higher-or-
der polynomial solution, which cannot only enhance the order of
accuracy of the underlying DG method but also achieve both linear
and non-linear stability. This type of hybrid HWENO + DG schemes
has been developed on 1D and 2D structured grids by Balsara et al.
[30], where the HWENO reconstruction is relatively simple and
straightforward.

On the other hand, early efforts in the development of temporal
discretization methods for RDG methods in 3D focused on explicit
schemes [26–28]. Usually, explicit temporal discretizations such as
multistage Runge–Kutta schemes are used to drive the solution to
steady state. Acceleration techniques such as local time-stepping
and implicit residual smoothing have also been combined in this
context. In general, explicit schemes and their boundary conditions
are easy to implement, vectorize and parallelize, and require only
limited memory storage. However, for large-scale problems and
especially for the solution of the Navier–Stokes equations, the rate
of convergence slows down dramatically, resulting in inefficient
solution techniques. In order to speed up convergence, an implicit
temporal discretization technique for RDG methods is required.

In general, implicit methods require the solution of a linear sys-
tem of equations arising from the linearization of a fully implicit
scheme at each time step or iteration. The most widely used
methods to solve a linear system on tetrahedron grids are iterative
solution methods and approximate factorization methods. Signifi-
cant efforts have been made to develop efficient iterative solution
methods. These range from Gauss–Seidel to Krylov subspace meth-
ods that use a wide variety of preconditioners (see, e.g., Stoufflet
[31], Batina [32], Venkatakrishnan et al. [33], Knight [34], Whitaker
[35], Luo et al. [36], and Barth et al. [37]). The most successful and
effective iterative method is to use the Krylov subspace methods
[38] such as GMRES and BICGSTAB with an ILU (incomplete low-
er–upper) factorization preconditioner.

The objective of the effort discussed is to develop an Implicit
Rconstructed Discontinuous Galerkin method, IRDG (P1P2), based
on a Hermite WENO reconstruction using a Taylor basis [13] for
the solution of the compressible Euler equations on unstructured
tetrahedral grids. This HWENO-based IRDG method is designed
not only to reduce the high computing costs of the DGM and im-
prove the converging speed, but also to avoid spurious oscillations
in the vicinity of strong discontinuities, thus effectively overcom-
ing the two shortcomings of the DG methods and ensuring the sta-
bility of the RDG method. A matrix-free GMRES algorithm with an
LU-SGS preconditioner is used to solve a system of linear equa-
tions, arising from an approximate linearization of an implicit tem-
poral discretization at each time step. The developed IRDG method
is used to compute a variety of flow problems on tetrahedral grids
to demonstrate its accuracy, efficiency, and robustness. The
remainder of this paper is organized as follows. The governing
equations are listed in Section 2. The underlying RDG method is
presented in Section 3. The implicit algorithm is presented in Sec-
tion 4. Extensive numerical experiments are reported in Section 5.
Concluding remarks are given in Section 6.

2. Governing equations

The Euler equations governing unsteady compressible inviscid
flows can be expressed as

@Uðx; tÞ
@t

þ @FkðUðx; tÞÞ
@xk

¼ 0 ð2:1Þ

where the summation convention has been used. The conservative
variable vector U, and inviscid flux vector F are defined by

U ¼
q

qui

qe

0

B@

1

CA Fj ¼
quj

quiuj þ pdij

ujðqeþ pÞ

0

B@

1

CA ð2:2Þ

Here q; p, and e denote the density, pressure, and specific total en-
ergy of the fluid, respectively, and ui is the velocity of the flow in the
coordinate direction xi. The pressure can be computed from the
equation of state

p ¼ ðc% 1Þq e% 1
2

ujui

! "
ð2:3Þ

which is valid for perfect gas, where c is the ratio of the specific
heats.

3. Reconstructed discontinuous Galerkin method

The governing Eq. (2.1) is discretized using a discontinuous
Galerkin finite element formulation. To formulate the discontinu-
ous Galerkin method, we first introduce the following weak formu-
lation, which is obtained by multiplying the above conservation
law by a test function W, integrating over the domain X, and then
performing an integration by parts,
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Z

X

@U
@t

W dXþ
Z

C
Fknk dC"

Z

X
Fk
@W
@xk

dX ¼ 0; 8W 2 V ð3:1Þ

where Cð¼ @XÞ denotes the boundary of X, and nj the unit outward
normal vector to the boundary. We assume that the domain X is sub-
divided into a collection of non-overlapping tetrahedral elements Xe

in 3D. We introduce the following broken Sobolev space Vp
h

Vp
h ¼ vh 2 ½L2ðXÞ'm : vhjXe

2 Vm
p

h i
8Xe 2 X

n o
ð3:2Þ

which consists of discontinuous vector-values polynomial functions
of degree p, and where m is the dimension of the unknown vector
and

Vm
p ¼ span

Y
xai

i : 0 6 ai 6 p; 0 6 i 6 d
n o

ð3:3Þ

where a denotes a multi-index and d is the dimension of space.
Then, we can obtain the following semi-discrete form by applying
weak formulation on each element Xe, find Uh 2 Vp

h such as

d
dt

Z

Xe

UhWh dXþ
Z

Ce

FkðUhÞnkWh dC"
Z

Xe

FkðUhÞ
@Wh

@xk
dX ¼ 0;

8Wh 2 Vp
h ð3:4Þ

where Uh and Wh represent the finite element approximations to
the analytical solution U and the test function W respectively, and
they are approximated by a piecewise polynomial function of de-
gree p, which are discontinuous between the cell interfaces. Assume
that B is the basis of polynomial function of degrees p, this is then
equivalent to the following system of N equations,

d
dt

Z

Xe

UhBi dXþ
Z

Ce

FkðUhÞnkBi dC"
Z

Xe

FkðUhÞ
@Bi

@xk
dX ¼ 0;

1( i( N ð3:5Þ

where N is the dimension of the polynomial space. Since the numer-
ical solution Uh is discontinuous between element interfaces, the
interface fluxes are not uniquely defined. The flux function
FkðUhÞnk appearing in the second terms of Eq. (3.5) is replaced by

a numerical Riemann flux function Hk UL
h;U

R
h;nk

! "
where UL

h and

UR
h are the conservative state vector at the left and right side of

the element boundary. This scheme is called discontinuous Galerkin
method of degree P, or in short notation DG (P) method. Note that
the DG formulations are very similar to finite volume schemes,
especially in their use of numerical fluxes. Indeed, the classical
first-order cell-centered finite volume scheme exactly corresponds
to the DG ðP0Þmethod, i.e., to the DG method using a piecewise con-
stant polynomial. Consequently, the DG ðPkÞ methods with k > 0
can be regarded as a natural generalization of finite volume meth-
ods to higher order methods. By simply increasing the degree P of
the polynomials, the DG methods of corresponding higher order
are obtained.

In the traditional DG method, numerical polynomial solutions
Uh in each element are expressed using either standard Lagrange
finite element or hierarchical node-based basis as following

Uh ¼
XN

i¼1

UiðtÞBiðxÞ ð3:6Þ

where Bi is the finite element basis function. As a result, the un-
knowns to be solved are the variables at the nodes Ui. On each cell,
a system of N ) N has to be solved, where polynomial solutions are
dependent on the shape of elements. For example, for a linear poly-
nomial approximation in 3D, a linear polynomial is used for tetrahe-
dral elements and the unknowns to be solved are the variables at
the four nodes. However, numerical polynomial solutions U can
be expressed in other forms as well. In the present work, the
numerical polynomial solutions are represented using a Taylor

series expansion at the center of the cell. For example, if we do a
Taylor series expansion at the cell centroid, the quadratic polyno-
mial solutions can be expressed as follows

Uh ¼ Uc þ
@U
@x

####
c
ðx" xcÞ þ

@U
@y

####
c
ðy" ycÞ þ

@U
@z

####
c
ðz" zcÞ

þ @
2U
@x2

#####
c

ðx" xcÞ2

2
þ @

2U
@y2

#####
c

ðy" ycÞ
2

2
þ @

2U
@z2

#####
c

ðz" zcÞ2

2

þ @2U
@x@y

#####
c

ðx" xcÞðy" ycÞ þ
@2U
@x@z

#####
c

ðx" xcÞðz" zcÞ

þ @2U
@y@z

#####
c

ðy" ycÞðz" zcÞ ð3:7Þ

which can be further expressed as cell-averaged values and their
derivatives at the center of the cell

Uh ¼ eU þ
@U
@x

####
c
B2 þ

@U
@y

####
c
B3 þ

@U
@z

####
c
B4 þ

@2U
@x2

#####
c

B5 þ
@2U
@y2

#####
c

B6

þ
@2U
@z2

#####
c

B7 þ
@2U
@x@y

#####
c

B8 þ
@2U
@x@z

#####
c

B9 þ
@2U
@y@z

#####
c

B10 ð3:8Þ

where eU is the mean value of U in this cell and the ten basis func-
tions are as below. The unknowns to be solved in this formulation
are the cell-averaged variables and their derivatives at the center
of the cells. The dimension of the polynomial space is ten and the
ten basis functions are

B1 ¼ 1; B2 ¼ x" xc; B3 ¼ y" yc; B4 ¼ z" zc

B5 ¼
B2

2

2
" 1

Xe

Z

Xe

B2
2

2
dX; B6 ¼

B2
3

2
" 1

Xe

Z

Xe

B2
3

2
dX;

B7 ¼
B2

4

2
" 1

Xe

Z

Xe

B2
4

2
dX ð3:9Þ

B8 ¼ B2B3 "
1
Xe

Z

Xe

B2B3 dX; B9 ¼ B2B4 "
1
Xe

Z

Xe

B2B4 dX;

B10 ¼ B3B4 "
1
Xe

Z

Xe

B3B4 dX

The discontinuous Galerkin formulation then leads to the following
ten equations

d
dt

Z

Xe

eU dXþ
Z

Ce

FkðUhÞnk dC ¼ 0; i ¼ 1 ð3:10Þ

M9)9
d
dt

@U
@x

####
c

@U
@y

####
c

@U
@z

####
c

@2U
@x2

#####
c

@2U
@y2

#####
c

@2U
@z2

#####
c

@2U
@x@y

#####
c

@2U
@x@z

#####
c

@2U
@y@z

#####
c

 !T

þ R9)1 ¼ 0

Note that in this formulation, equations for the cell-averaged vari-
ables are decoupled from the equations for their derivatives due
to the judicial choice of the basis functions and the fact that
Z

Xe

B1Bi dX ¼ 0; 2 6 i 6 10 ð3:11Þ

In the implementation of this DG method, the basis functions are
actually normalized in order to improve the conditioning of the sys-
tem matrix (3.5) as follows:

B1 ¼ 1; B2 ¼
x" xc

Dx
; B3 ¼

y" yc

Dy
; B4 ¼

z" zc

Dz
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B5 ¼
B2

2

2
" 1

Xe

Z

Xe

B2
2

2
dX; B6 ¼

B2
3

2
" 1

Xe

Z

Xe

B2
3

2
dX;

B7 ¼
B2

4

2
" 1

Xe

Z

Xe

B2
4

2
dX ð3:12Þ

B8 ¼ B2B3 "
1
Xe

Z

Xe

B2B3 dX; B9 ¼ B2B4 "
1
Xe

Z

Xe

B2B4 dX;

B10 ¼ B3B4 "
1
Xe

Z

Xe

B3B4 dX

where Dx ¼ 0:5ðxmax " xminÞ; Dy ¼ 0:5ðymax " ymnÞ, and Dz ¼
0:5ðzmax " zminÞ and xmax; ymax; zmax and xmin; ymin, zmin are the maxi-
mum and minimum coordinates in the cell Xe in x-, y- and z- direc-
tions, respectively. A quadratic polynomial solution can then be
rewritten as

Uh ¼ eU þ
@U
@x

!!!!
c
DxB2 þ

@U
@y

!!!!
c
DyB3 þ

@U
@z

!!!!
c
DzB4 þ

@2U
@x2

!!!!!
c

Dx2B5

þ @
2U
@y2

!!!!!
c

Dy2B6 þ
@2U
@z2

!!!!!
c

Dz2B7 þ
@2U
@x@y

!!!!!
c

DxDyB8

þ @2U
@x@z

!!!!!
c

DxDzB9 þ
@2U
@y@z

!!!!!
c

DyDzB10 ð3:13Þ

The above normalization is especially important to alleviate the
stiffness of the system matrix for higher-order DG approximations.

This formulation allows us to clearly see the similarities and
differences between the DG and FV methods. In fact, the discret-
ized governing equations for the cell-averaged variables and the
assumption of polynomial solutions on each cell are exactly the
same for both methods. The only difference between them is
the way how they obtain high-order (>1) polynomial solutions.
In the finite volume methods, the polynomial solution of degrees
p are reconstructed using information from the cell-averaged val-
ues of the flow variables, which can be obtained using either
TVD/MUSCL or ENO/WENO reconstruction schemes. Unfortu-
nately, the multi-dimensional MUSCL approach suffers from two
shortcomings in the context of unstructured grids: (1) Uncer-
tainty and arbitrariness in choosing the stencils and methods to
compute the gradients in the case of linear reconstruction; This
explains why a nominally second-order finite volume scheme is
hardly able to deliver a formal solution of the second order accu-
racy in practice for unstructured grids. The situation becomes
even more evident, severe, and profound, when a highly stretched
tetrahedral grid is used in the boundary layers. Many studies, as
reported by many researchers [39–41] have demonstrated that
it is difficult to obtain a second-order accurate flux reconstruction
on highly stretched tetrahedral grids and that for the discretiza-
tion of inviscid fluxes, the classic 1D-based upwind schemes
using median-dual finite volume approximation suffer from
excessive numerical diffusion due to such skewing. (2) Extended
stencils required for the reconstruction of higher-order (>1st)
polynomial solutions. This is exactly the reason why the current
finite-volume methods using the TVD/MUSCL reconstruction are
not practical at higher order and have remained second-order
on unstructured grids. When the ENO/WENO reconstruction
schemes are used for the construction of a polynomial of degree
p on unstructured grids, the dimension of the polynomial space
N = N (p,d) depends on the degree of the polynomials of the
expansion p, and the number of spatial dimensions d. One must
have three, six, and ten cells in 2D and four, ten, and twenty cells

in 3D for the construction of a linear, quadratic, cubic Lagrange
polynomial, respectively. Undoubtedly, it is an overwhelmingly
challenging, if not practically impossible, task to judiciously
choose a set of admissible and proper stencils that have such a
large number of cells on unstructured grids especially for higher
order polynomials and higher dimensions. This explains why
the application of higher-order ENO/WENO methods hardly exists
on unstructured grids, in spite of their tremendous success on
structured grids and their superior performance over the MUS-
CL/TVD methods. Unlike the FV methods, where the derivatives
are reconstructed using cell average values of the neighboring
cells, the DG method computes the derivatives in a manner sim-
ilar to the mean variables. This is compact, rigorous, and elegant
mathematically in contrast with arbitrariness characterizing the
reconstruction schemes with respect to how to compute the
derivatives and how to choose the stencils used in the FV meth-
ods. It is our belief that this is one of the main reasons why the
second order DG methods are more accurate than the FV methods
using either TVD/MUSCL or ENO/WENO reconstruction schemes
and are less dependent on the mesh regularity, which has been
demonstrated numerically [13]. Furthermore, the higher order
DG methods can be easily constructed by simply increasing the
degree p of the polynomials locally, in contrast to the finite vol-
ume methods which use the extended stencils to achieve higher
order of accuracy.

However, in comparison with reconstructed FV methods, the
DG methods have a significant drawback in that they require
more degrees of freedom, an additional domain integration, and
more Gauss quadrature points for the boundary integration, and
therefore more computational costs and storage requirements.
On one hand, the reconstruction methods that FV methods use
to achieve higher-order accuracy are relatively inexpensive but
less accurate and robust. One the other hand, DG methods that
can be viewed as a different way to extend a FV method to higher
orders are accurate and robust but costly. It is only natural and
tempting to combine the efficiency of the reconstruction methods
and the accuracy of the DG methods. This idea was originally
introduced by Dumbser et al. in the frame of PnPm scheme [18–
20], where Pn indicates that a piecewise polynomial of degree of
n is used to represent a DG solution, and Pm represents a recon-
structed polynomial solution of degree of m (m P n) that is used
to compute the fluxes and source terms. The beauty of PnPm

schemes is that they provide a unified formulation for both finite
volume and DG methods, and contain both classical finite volume
and standard DG methods as two special cases of PnPm schemes,
and thus allow for a direct efficiency comparison. When n = 0,
i.e. a piecewise constant polynomial is used to represent a numer-
ical solution, P0Pm is nothing but classical high order finite vol-
ume schemes, where a polynomial solution of degree m (m P 1)
is reconstructed from a piecewise constant solution. When
m = n, the reconstruction reduces to the identity operator, and Pn-

Pm scheme yields a standard DG method. Clearly, an accurate and
efficient reconstruction is the key ingredient in extending the
underlying DG method to higher order accuracy. Although our
discussion in this work is mainly focused on the linear DG meth-
od, its extension to higher order DG methods is straightforward.
In the case of DG (P1) method, a linear polynomial solution Ui

in any cell i is

Ui ¼ eUi þ
@U
@x

!!!!
i
DxiB2 þ

@U
@y

!!!!
i
DyiB3 þ

@U
@z

!!!!
i
DziB4 ð3:14Þ

Using this underlying linear polynomial DG solution in the neigh-
boring cells, one can reconstruct a quadratic polynomial solution
UR

i as follows:
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UR
i ¼ eU

R
i þ

@UR

@x

!!!!!
i

DxiB2 þ
@UR

@y

!!!!!
i

DyiB3 þ
@UR

@z

!!!!!
i

DziB4

þ @
2UR

@x2

!!!!!
i

Dx2
i B5 þ

@2UR

@y2

!!!!!
i

Dy2
i B6 þ

@2UR

@z2

!!!!!
i

Dz2
i B7
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2UR

@x@y

!!!!!
i

DxiDyiB8 þ
@2UR

@x@z

!!!!!
i

DxiDziB9 þ
@2UR

@y@z

!!!!!
i

DyiDziB10 ð3:15Þ

In order to maintain the compactness of the DG methods, the
reconstruction is required to only involve Von Neumann neighbor-
hood, i.e., the adjacent cells that share a face with the cell i under
consideration. There are ten degrees of freedom, and therefore ten
unknowns to be determined. However, the first four unknowns can
be trivially obtained, by requiring that the reconstruction scheme
has to be conservative, a fundamental requirement, and the values
of the reconstructed first derivatives are equal to the ones of the
first derivatives of the underlying DG solution at the centroid i.
Due to the judicious choice of Taylor basis in our DG formulation,
these four degrees of freedom (cell average and slopes) simply
coincide with the ones from the underlying DG solution, i.e.,

eUR
i ¼ eUi

@UR

@x

!!!!!
i

¼ @U
@x

!!!!
i

@UR

@y

!!!!!
i

¼ @U
@y

!!!!
i

@UR

@z

!!!!!
i

¼ @U
@z

!!!!
i

ð3:16Þ

The remaining six degrees of freedom can be determined by requir-
ing that the reconstructed solution and its first derivatives are equal
to the underlying DG solution and its first derivatives for all the
adjacent face neighboring cells. Consider a neighboring cell j, one
requires

Uj ¼ eUR
i þ

@UR

@x

!!!!!
i

DxiB2 þ
@UR

@y

!!!!!
i

DyiB3 þ
@UR

@z
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i
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i
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DxiDyiB8

þ @
2UR

@x@z

!!!!!
i

DxiDziB9 þ
@2UR

@y@z

!!!!!
i

DyiDziB10

@U
@x

!!!!
j
¼ @UR

@x

!!!!!
i

Dxi
1
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i
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ð3:17Þ
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where the basis function B is evaluated at the center of cell j, i.e.,
B ¼ Bðxj; yjÞ. Its matrix form can be written as

Bj
5 Bj

6 Bj
7 Bj

8 Bj
9 Bj

10

Bj
2 0 0 Bj

3 Bj
4 0

0 Bj
3 0 Bj

2 0 Bj
4

0 0 Bj
4 0 Bj

2 Bj
3

0

BBBB@

1

CCCCA

UR
xxi

UR
yyi

UR
zzi

UR
xyi

UR
xzi

UR
yzi

0

BBBBBBBBBB@

1

CCCCCCCCCCA

¼

Rj
1

Rj
2

Rj
3

Rj
4

0

BBBB@

1

CCCCA
ð3:18Þ

where R is used to represent the right-hand-side for simplicity. Sim-
ilar equations could be written for all cells connected to the cell i
with a common face, which leads to a non-square matrix. The num-
ber of face-neighboring cells for a tetrahedral and hexahedral cell is

four and six, respectively. As a result, the size of the resulting non-
square matrix is 16 % 6 and 24 % 6, respectively. This over-deter-
mined linear system of 16 or 24 equations for six unknowns can
be solved in the least-squares sense. In the present work, it is solved
using a normal equation approach, which, by pre-multiplying
through by matrix transpose, yields a symmetric linear system of
equations 6 % 6. The linear system of 6 % 6 can be then trivially
solved to obtain the second derivatives of the reconstructed qua-
dratic polynomial solution.

This linear reconstruction-based RDG (P1P2) method is able to
achieve the designed third order of accuracy and significantly im-
prove the accuracy of the underlying second-order DG method for
solving the 2D compressible Euler equations on arbitrary grids
[42–46]. However, when used to solve the 3D compressible Euler
equations on tetrahedral grids, this RDG method suffers from the
so-called linear instability, that is also observed in the second-or-
der cell-centered finite volume methods, i.e., RDG (P0P1) [29]. This
linear instability is attributed to the fact that the reconstruction
stencils only involve the von Neumann neighborhood, i.e., adjacent
face-neighboring cells [29]. The linear stability can be achieved
using extended stencils, which will unfortunately sacrifice the
compactness of the underlying DG methods. Also, such a linear
reconstruction-based DG method will suffer from non-linear insta-
bility, leading to non-physical oscillations in the vicinity of strong
discontinuities for the compressible Euler equations. Alternatively,
ENO, WENO, or HWENO can be used to reconstruct a higher-order
polynomial solution, which cannot only enhance the order of accu-
racy of the underlying DG method but also achieve both linear and
non-linear stability. In the present work, the reconstructed qua-
dratic polynomial based on the Hermite WENO on cell i is a convex
combination of the least-squares reconstructed second derivatives
at the cell itself and its four face-neighboring cells

@2U
@xi@xj

!!!!!
i

¼
X5

k¼1

wk
@2U
@xi@xj

!!!!!
k

ð3:19Þ

where the weights wk are computed as

wk ¼
ðeþ okÞ&c

P5
i¼1ðeþ oiÞ&c ð3:20Þ

where e is a small positive number used to avoid division by zero, ok

the oscillation indicator for the reconstructed second order polyno-
mials, and c an integer parameter to control how fast the non-linear
weights decay for non-smooth stencils. The oscillation indicator is
defined as

ok ¼
Z

Xi

@2U
@xi@xj

!!!!!
k

 !2

dX

2

4

3

5
2

ð3:21Þ

Note that the least-squares reconstructed polynomial at the cell it-
self serves as the central stencil and the least-squares reconstructed
polynomials on its four face-neighboring cells act as biased stencils
in this WENO reconstruction. This reconstructed quadratic polyno-
mial solution is then used to compute the domain and boundary
integrals of the underlying DG (P1) method in Eq. (3.5). The result-
ing RDG (P1P2) method, is expected to have third order of accuracy
at a moderate increase of computing costs in comparison to the
underlying DG (P1) method. The extra costs are mainly due to the
least-squares reconstruction, which is relatively cheap in compari-
son to the evaluation of fluxes, and an extra Gauss quadrature point,
which is required to calculate both domain and boundary integrals.
In comparison to DG (P2), this represents a significant saving in
terms of flux evaluations. Furthermore, the number of degree of
freedom is greatly reduced, which leads to a significant reduction
in memory requirements, and from which implicit methods will
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benefit tremendously. The cost analysis for the RDG (P1P1) (DG (P1)),
RDG (P1P2) and RDG (P2P2) (DG (P2)) is summarized in Table 1,
where the memory requirement for storing only the implicit diago-
nal matrix is given as well, and which grows quadratically with the
order of the DG methods. The storage requirement for the implicit
DG methods is extremely demanding, especially for higher-order
DG methods.

4. Implicit time discretization

The spatially discretized governing equations must be inte-
grated in time to obtain a steady-state solution. In the previous
work [42], the Runge–Kutta time-stepping method was used to
compute the time integration with a slow converging speed. In
order to efficiently converge the solution, implicit time integration
methods must be used for the reconstructed discontinuous
Galerkin methods. Eq. (3.5) can be written in a semi-discrete form
as

V i
@Ui

@t
¼ Ri ð4:1Þ

where Vi is the mass matrix of the cell i, and Ri is the right hand side
residual and equals zero for a steady-state solution. Using the Euler
implicit time integration, Eq. (4.1) can be further written in discrete
form as

V i
DUn

i

Dt
¼ Rnþ1

i ð4:2Þ

where Dt is the time increment and DUn is the difference of conser-
vative variables between time levels n and nþ 1, i.e.,

DUn ¼ Unþ1 % Un ð4:3Þ

Eq. (4.2) can be linearized in time as

V i
DUn

i

Dt
¼ Rn

i þ
@Rn

i

@U
DUi ð4:4Þ

Writing the equation for all cells leads to the delta form of the back-
ward Euler scheme

ADU ¼ R ð4:5Þ

where

A ¼ V
Dt

I% @Rn

@U
ð4:6Þ

Note that as Dt tends to infinity, the scheme reduces to the standard
Newton’s method for solving a system of nonlinear equations. It’s
known that the Newton’s method has a quadratic convergence prop-
erty. The term @R=@U represents symbolically the Jacobian matrix. It
involves the linearization of both inviscid and viscous flux vectors.
To obtain the quadratic convergence of Newton’s method, the linear-
ization of the numerical flux function must be virtually exact. How-
ever, explicit formation of the Jacobian matrix resulting from the
exact linearization of the third order numerical flux functions using
the reconstructed unknown variables for inviscid fluxes requires
excessive storage and is extremely expensive. An approximated sec-
ond-order representation of the numerical fluxes is linearized. In

each cell, the conservative variables are evaluated at every Gauss
quadrature point with all ten degrees of freedom (including the
reconstructed six degrees), the same with DG (P2), while the matrix
A maintains a DG (P1) structure ((4 & neqns) & (4 & neqns)), where
neqns (=5 in 3D) is the number of the unknown variables. Although
the number of time steps may increase, the memory requirement
and cost per time step is significantly reduced: it takes less CPU time
and fewer Gauss quadrature points than implicit DG (P2) methods to
compute the Jacobian matrix, thus reduces computational cost to
solve the resulting linear system.

The following flux function of Lax–Friedrichs scheme, which
was previously used to obtain the left-hand-side (LHS) Jacobian
matrix for the implicit finite volume methods, has showed its high
efficiency for both 2D and 3D compressible flow problems [36].

RiðUi;Ui;nijÞ ¼
1
2
ðFðUi;nijÞ þ FðUj;nijÞÞ %

1
2
jkijjðUj % UiÞ ð4:7Þ

where

kij ¼ jVij ' nijjþ Cij ð4:8Þ

where Vij is the velocity vector and Cij is the speed of sound. The lin-
earization of the flux function yields

@Ri

@Ui
¼ 1

2
ðJðUiÞ þ jkijjIÞ ð4:9Þ

@Ri

@Uj
¼ 1

2
ðJðUjÞ % jkijjIÞ ð4:10Þ

where J ¼ @F=@U represents the Jacobian of the inviscid flux vector.
However, the extension of this simplified flux linearization to either
the implicit DG (P1) or implicit RDG (P1P2) methods on tetrahedral
grids suffers from CFL constraints and leads to inefficient converg-
ing speed. Therefore the performance of implicit time integration
would be greatly impaired if this version of Jacobian representation
is applied.

Alternatively, @F=@U can be formulated according to the meth-
od proposed by Batten et.al [47], in which the average-state Jaco-
bians with frozen acoustic wave-speed are considered. This
method can guarantee an uncompromised converging speed and
the robustness is preserved. The implicit form of the HLLC flux is
then given by

Fnþ1
HLLC ¼

Fn
i þ

@Fi
@Ui

DUi if Sn
i > 0

F(i
! "n þ @F(i

@Ui
DUi þ

@F(i
@Uj

DUj if Sn
i 6 0 < Sn

M

ðF(j Þ
n þ @F(j

@Ui
DUi þ

@F(j
@Uj

DUj if Sn
M 6 0 < Sn

j

Fn
j þ

@Fj
@Uj

DUj if Sn
j < 0

8
>>>>>>><

>>>>>>>:

ð4:11Þ

where

SM ¼
qjqjðSj % qjÞ % qiqiðSi % qiÞ þ pi % pj

qjðSj % qjÞ % qiðSi % qiÞ
ð4:12Þ

where qi ¼ Vi ' nij and qj ¼ Vj ' nij and

Si ¼min½k1ðUiÞ; k1ðURoeÞ* ð4:13Þ
Sj ¼max½kmðURoeÞ; kmðU jÞ* ð4:14Þ

Table 1
Cost analysis for different RDG (PmPn) methods on tetrahedral grids.

RDG (P1P1) RDG (P1P2) RDG (P2P2)

Number of quadrature points for boundary integrals 3 4 7
Number of quadrature points for domain integrals 4 5 11
Reconstruction No Yes No
Order of accuracy Oðh2Þ Oðh3Þ Oðh3Þ
Storage for implicit diagonal matrix 400 word per element 400 2500
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with k1ðURoeÞ and kmðURoeÞ being the smallest and largest eigen-
values of the Roe matrix [48]. Details of @F#i =@Ui and @F#i =@Uj can
be found in Ref. [47]. By doing so, the quadratic convergence of
the Newton’s method can no longer be achieved because of the
inexact representation of LHS in Eq. (4.5).

In this study, the linear system at each time step is solved
approximately by using a preconditioned matrix-free GMRES
solver. Instead of calculating and storing the full matrix, the
matrix-free GMRES algorithm only requires the result of matrix–
vector products, which can be approximated as

@RðUÞ
@U

DU ¼ RðUþ e & DUÞ ' RðUÞ
e ð4:15Þ

where RðUþ e & DUÞ is the residual for the governing equations
computed using perturbed state quantities and e is a scalar. The
parameter e can be computed as proposed by Pernice and Walker
[49]

e ¼2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ kUkL2

p

kDUkL2
ð4:16Þ

where the parameter 2 is a user-defined input and the choice of this
parameter is between round-off and truncation error. In this study
e ¼ 10'7 works without problem for all the computations. The
GMRES process requires one flux evaluation per time step and
one flux evaluation per inner GMRES iteration.

Since the speed of convergence of an iterative algorithm for a
linear system depends on the condition number of the matrix A,
preconditioning is used to alter the spectrum and therefore accel-
erate the convergence speed of iterative algorithm. The precondi-
tioning technique involves solving an equivalent preconditioned
linear system,

eADeU ¼ eR ð4:17Þ

instead of the original system in Eq. (4.5), hoping that eA is well con-
ditioned. Left preconditioning involves pre-multiplying the linear
system with the inverse of a preconditioning matrix P

P'1ADU ¼ P'1R ð4:18Þ

The best preconditioning matrix for A would cluster as many eigen-
values as possible at unity. Obviously, the optimal choice of P is A.
Preconditioning will be cost-effective only if the additional compu-
tational work incurred for each sub-iteration, is compensated for by
a reduction in the total number of iterations to convergence. In this
way, the total cost of solving the overall nonlinear system is
reduced.

Using an edge-based data structure, the matrix A is stored in
upper, lower, and diagonal forms, which can be expressed as

U ¼ @RiðUi;Uj;nijÞ
@Uj

L ¼ ' @RiðUi;Uj;nijÞ
@Ui

D ¼ V
Dt

Iþ
X

j

@RiðUi;Uj;nijÞ
@Ui

ð4:19Þ

where U, L, and D represent the strict upper matrix, the strict lower
matrix, and the diagonal matrix, respectively. Both upper and lower
matrices require a storage of nedge ( (ndegr ( neqns)2 and the diag-
onal matrix needs a storage of nelem ( (ndegr ( neqns)2, where
nedge is the number of faces, ndegr(=4 for RDG (P1P2) in 3D) is the
number of degree of freedom, and nelem is the number of cells.
Therefore the current scheme for the preconditioner is not com-
pletely matrix free. In the present work, the LU-SGS method is used
as a preconditioner [29], i.e.,

P ¼ ðDþ LÞD'1ðDþ UÞ ð4:20Þ

The structure of the restarted preconditioned matrix-free GMRES
algorithm is described below to solve the linear system of equations
at each time step.

For l ¼ 1; m Do m Restarted iterations
v0 = R ' ADU0 Initial residual
r0 := P'1v0 Preconditioning step
b :¼ kr0k2 Initial residual norm
v1:= r0/b Define initial Krylov
For j ¼ 1; k Do Inner iterations
yj :¼ ðRðUþ e & DU)-R(U))/e Matrix–vector product

wj ¼ P'1yj
Preconditioning step

For i ¼ 1; j Do Gram–Schmidt step
hi;j := (wj,vi) . . .

wj ¼ wj ' hi;jvi . . .

End Do
hjþ1;j :¼ kwjk2 . . .

vj+1 := wj/hj+1,j Define Krylov vector
End Do
z :¼minẑkbe1 ' Hẑk2 Solve least squares
DU :¼ U0 þ

Pm
i¼1vizi Approximate solution

if kbe1 ' Hẑk2 ) D! exit Convergence check
DU0 :¼ DU Restart
End Do

The primary storage is dictated by the LU-SGS preconditioner,
which requires the upper, lower and diagonal matrix to be stored
for every non-zero element in the global matrix eA on the left hand
side of Eq. (4.17).When evaluating the matrix–vector product by
Eq. (4.15), the linearization of the fluxes requires a storage of ne-
lem ( ndegr ( neqns. The need for additional storage associated
with the GMRES algorithm is an array of size (k + 2) ( nelem
( (ndegr ( neqns), where k is the number of search directions.
Since the preconditioned matrix-free GMRES algorithm is com-
pletely separated from the flux computation procedure, the mem-
ory which is used to compute the fluxes can also be shared in the
procedure of solving the linear system.

5. Computational results

The developed implicit Hermite WENO reconstruction-based
discontinuous Galerkin method has been used to solve a variety
of the compressible flow problems on tetrahedral grids. All of the
computations are performed on a Dell Precision T7400 personal
workstation computer (2.98 GHz Xeon CPU with 18 GBytes
memory) using Red Hat 5 Linux operating system. The developed
implicit method is used to compete with the explicit three-stage
Runge–Kutta time-stepping method for all test cases in order to
demonstrate its superior efficiency. The average-state HLLC full
Jacobians (Full LHS) and diagonal Jacobians (Diagonal LHS), and
Lax–Friedrichs Jacobians (Simplified LHS) are used respectively as
the preconditioning matrix for the implicit method in order to ver-
ify the effect of accuracy of approximate Jacobian matrix on con-
verging speed. All computations are initiated with uniform flows
and are carried out using a CFL number of 1 for the explicit method,
and 10 for the implicit method for the first 20 steps. The setting of
CFL number is not considered an emphasis in this paper. A few
examples are presented in this section to demonstrate that the
developed IRDG (P1P2) method is able to maintain the linear stabil-
ity, achieve the designed third order of accuracy, and significantly
improve the accuracy of the underlying second-order DG (P1)
method without significant increase in computing costs and stor-
age requirements.
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5.1. A subsonic flow through a channel with a smooth bump

This test case is chosen to demonstrate the convergence accu-
racy and efficiency of the IRDG (P1P2) methods for internal flows.
The problem under consideration is a subsonic flow inside a 3D
channel with a smooth bump on the lower surface. The height,
width, and length of the channel are 0.8, 0.8, and 3, respectively.
The shape of the lower wall is defined by the function 0.0625ex-
p(!25x2Þ from x ¼ !1:5 to x ¼ 1:5. The inflow condition is pre-
scribed at a Mach number of 0.5, and an angle of attack of 0!.
Fig. 1 shows the four successively refined tetrahedral grids used
for the grid convergence study. The numbers of elements, points,
and boundary points for the coarse, medium, fine, and finest grids
are (889, 254, 171), (6986, 1555, 691), (55,703, 10,822, 2711), and
(449,522, 81,567, 10,999), respectively. The cell size is halved be-
tween consecutive grids. Numerical solutions to this problem are
computed using the IRDG (P1P1) and IRDG (P1P2) methods on the
first three grids to obtain a quantitative measurement of the order
of accuracy and discretization errors. The following L2-norm of the
entropy production is used as the error measurement

kekL2ðXÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ

X
e2dX

s

where the entropy production e is defined as

e ¼ S! S1
S1

¼ p
p1

q1
q

" #c

! 1

Note that the entropy production, where the entropy is defined as
S = p/qc, is a very good criterion to measure accuracy of the

numerical solutions, since the flow under consideration is isentro-
pic. Fig. 2 illustrates the computed velocity contours in the flow
field obtained by the RDG (P1P1) and RDG (P1P2) methods on the
fine grid. Table 2 provides the details of the spatial convergence
of the RDG methods for this numerical experiment. Consider the
fact that this is a 3D simulation of a 2D problem, and unstructured
tetrahedral grids are not symmetric by nature, thus causing error in
the z-direction, the second-order RDG (P1P1) method can be consid-
ered to deliver the designed second order of accuracy. As expected,
the RDG (P1P2) method offers a full Oðhpþ2Þ order of the conver-
gence, adding one order of accuracy to the underlying IRDG (P1P1)
method, thus demonstrate that the IRDG (P1P2) method can signif-
icantly increase the accuracy of the underlying DG method, and
therefore greatly decrease its computing costs.

The CFL number for the implicit method is set to be 500 for all
grids after the initial time steps. Figs. 3–5 shows a series of plots of
logarithmic density residual versus time steps (left) and CPU time
(right) for the explicit and implicit methods using RDG (P1P2) on
different grids. In comparison, even the implicit method with only
the diagonal part of Jacobians is three orders of magnitude faster
than its explicit counterpart, indicating the advantages of using im-
plicit time integration scheme under the context of the high-order
reconstructed discontinuous Galerkin methods.

On the other side, comparison among the different approxi-
mated preconditioning matrix verifies that the converging speed
of solution is remarkably affected by how the Jacobians are formu-
lated. On the fine grid, the HLLC full Jacobian matrix leads in the
best converging speed in terms CPU time, whereas the HLLC diag-
onal Jacobian matrix is about six times slower, and simplified full
Jacobian matrix is two times slower. It is also found that only the

X

Y

Z

X

Y

Z

X

Y

Z

X

Y

Z

a b

dc

Fig. 1. A sequence of four successively globally refined unstructured meshes used for computing subsonic flow in a channel with a smooth bump.
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solver with the HLLC full Jacobian matrix maintains stable conver-
gence with CFL numbers like 104 or even larger, although the
speedup does not increase obviously. In contrast, the solver with
either of the other two Jacobians suffers instability when CFL
number of 103. In other words, less approximated Jacobians lead

to larger condition number, thus lead to more rigorous CFL con-
straints. Also see Fig. 6, the solver with HLLC full Jacobians is over
three times faster than that with simplified full Jacobians on the
finest grid, indicating the necessity of using well approximated
Jacobians on highly refined grids. In fact, for the traditional finite
volume methods in 2D and 3D, it’s common practice to apply sim-
plified Jacobians for implicit time integration without difficulty. In
contrast, for high-order discontinuous Galerkin methods on tetra-
hedral grids, the efficiency of an implicit solver is closely linked
to how accurately the numerical flux function is linearized.

5.2. A subsonic flow past a sphere

In this test case, a subsonic flow past a sphere at a Mach number
of M1 ¼ 0:5 is chosen to assess if the developed IRDG method can

Fig. 2. Computed velocity contours in the flow field obtained by the IRDG (P1P1) (left) and IRDG (P1P2) (right) on the fine mesh for a subsonic flow through a channel with a
bump on the lower surface at M1 ¼ 0:5.

Table 2
Convergence order of accuracy for RDG (P1P1) and RDG (P1P2) methods for a subsonic
flow through a channel with a bump on the lower surface at M1 ¼ 0:5.

Cell size Log (L2-error) Order

IRDG (P1P1) IRDG (P1P2) IRDG (P1P1) IRDG (P1P2)

8X "2.61293 "2.67090
4X "3.13334 "3.56436 1.89 2.80
2X "3.74301 "4.35115
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Fig. 3. Logarithmic density residual versus time step (left) and CPU time (right) for RDG (P1P2) on the coarse mesh for subsonic flow through a channel with a bump on the
lower surface M1 ¼ 0:5.
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Fig. 4. Logarithmic density residual versus time steps (left) and CPU time (right) for RDG (P1P2) on the medium mesh for a subsonic flow through a channel with a bump on
the lower surface at M1 ¼ 0:5.
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Fig. 5. Logarithmic density residual versus time steps (left) and CPU time (right) for RDG (P1P2) on the fine mesh for a subsonic flow through a channel with a bump on the
lower surface at M1 ¼ 0:5.
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Fig. 6. Logarithmic versus time steps (left) and CPU time (right) for RDG (P1P2) on the finest mesh for a subsonic flow through a channel with a bump on the lower surface at
M1 ¼ 0:5.
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Fig. 7. A series of four successively globally refined tetrahedral meshes for computing subsonic flow past a sphere at M1 ¼ 0:5.
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achieve a formal order of convergence rate and high converging
speed for external flows. A sequence of the four successively re-
fined tetrahedral grids used in this grid convergence study is

shown in Fig. 7. The numbers of elements, points, and boundary
points for the coarse, medium, fine, and finest grids are (535,
167, 124), (2426, 598, 322), (16,467, 3425, 1188), and (124,706,
23,462, 4538), respectively. The cell size is halved between consec-
utive meshes. Note that only a quarter of the configuration is mod-
eled due to the symmetry of the problem, and that the number of
elements on a successively refined mesh is not exactly eight times
the coarse mesh’s elements due to the nature of unstructured grid
generation.

The computations are conducted on the first three grids using
the IRDG (P1P1) and IRDG (P1P2) methods to obtain a quantitative
measurement of the order of accuracy and discretization errors.
As in the previous case, the entropy production is used as the error
measurement. Fig. 8 illustrates the computed velocity contours in

X

Y

Z
X

Y

Z

a b

Fig. 8. Computed velocity contours in the flow field obtained by the IRDG (P1P1) method on the fine grid (left), and IRDG (P1P2) on the fine grid (right) for subsonic flow past a
sphere at M1 ¼ 0:5.

Table 3
Orders of convergence rate for RDG (P1P1) and RDG (P1P2) methods for subsonic flow
past a sphere at M1 ¼ 0:5.

Cell size Log (L2-error) Mean order

IRDG (P1P1) IRDG (P1P2) IRDG (P1P1) IRDG (P1P2)

8X "1.74887 "1.97797
4X "2.30018 "2.88048 2.36 3.55
2X "2.90949 "3.70373
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Fig. 9. Logarithmic density residual versus time steps (left) and CPU time (right) for RDG (P1P2) on the coarse mesh for subsonic flow past a sphere M1 ¼ 0:5.
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Fig. 10. Logarithmic density residual versus time steps (left) and CPU time (right) for RDG (P1P2) on the medium mesh for subsonic flow past a sphere M1=0.5.
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the flow field obtained by the RDG (P1P1) and RDG (P1P2) methods
on the fine grid. One can observe that the RDG (P1P2) solution is
much more accurate than the RDG (P1P1) solution on the same fine
grid. Table. 3 provides the details of the spatial convergence of the
two IRDG methods for this numerical experiment. Both the IRDG
(P1P1) and IRDG (P1P2) methods have achieved higher than

expected convergence rates, being 2.36 and 3.55 respectively, con-
vincingly demonstrating the benefits of using a higher-order meth-
od. The CFL number is set to be 103 for all grids after the initial time
steps. Figs. 9–11 shows a series of plots of logarithmic density
residual versus time step (left) and CPU time (right) for the explicit
and implicit RDG (P1P2) methods on the four grids. The implicit
method is at least four orders of magnitude faster than its explicit
counterpart in this test case, again indicating the superior advanta-
ges of using implicit time integration schemes. Among the three
preconditioners, The HLLC full Jacobians still provide the best con-
verging speed. However, the HLLC diagonal Jacobians are two
times faster than the simplified full Jacobians on the fine grid,
which is different than in the first test case. Again in this case, it
is found that if a very large CFL number like 104 is used, only the
solver with the HLLC full Jacobians is able to maintain stability,
whereas with the other two Jacobians, the solver needs more initial
time steps before a larger CFL number can be safely applied. See
Fig. 12, the implicit solver with HLLC Jacobians is three times faster
than that with a simplified form on the finest grid, indicating the
better robustness and performance of using more accurately
approximated Jacobians on highly refined grids.

-10

-9

-8

-7

-6

-5

-4

-3

-2

-1

 0

 0  50  100  150  200  250  300

L
og

 (R
es

id
ua

l)

Time Step

Explicit
  Diagonal LHS, Implicit
Simplified LHS, Implicit

      Full LHS, Implicit

-10

-9

-8

-7

-6

-5

-4

-3

-2

-1

 0

 0  500  1000  1500  2000

L
og

 (R
es

id
ua

l)

CPU Time, Second

Explicit
  Diagonal LHS, Implicit
Simplified LHS, Implicit

      Full LHS, Implicit

a b

Fig. 11. Logarithmic density residual versus time steps (left) and CPU time (right) for RDG (P1P2) on the fine mesh for subsonic flow past a sphere M1 ¼ 0:5.
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Fig. 12. Logarithmic density residual versus time steps (left) and CPU time (right) for RDG (P1P2) on the finest mesh for subsonic flow past a sphere M1 ¼ 0:5.

Fig. 13. Left: unstructured mesh used for computing a transonic flow past an ONERA M6 wing (41,440 elements, 8325 points, 2575 boundary points). Right: Details around
the leading edge.

Fig. 14. Computed pressure contours obtained by the RDG (P1P2) method for
transonic flow past an ONERA M6 wing at M1 ¼ 0:699, a ¼ 3:06" .
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5.3. Transonic flow over the ONERA M6 wing

A transonic flow over the ONERA M6 wing at a Mach number of
M1 ¼ 0:699 and an attack angle of a ¼ 3:06" is considered in this
example. This case is chosen to demonstrate that the IRDG (P1P2)
method is able to maintain the robustness of the underlying DG
methods at the presence of weak discontinuities. The DG method
is not only linear stable but also has the ability to obtain a stable
solution for weak discontinuities in spite of the over- and under-
shots in the vicinity of shock waves.

The mesh used in this computation consists of 41,440 elements,
8325 grid points, and 2575 boundary points, as shown in Fig. 13.
One can observe the coarseness of grids even in the vicinity of
the leading edge.The computed pressure contours obtained by
the RDG (P1P2) solution on the wing surface are shown in Fig. 14.
Fig. 15 compares the pressure coefficient distributions at six
span-wise locations on the wing surface between the numerical re-
sults and the experimental data. The pressure coefficients are com-
puted at the two nodes of each triangle that intersect with the cut
plane, and plotted by a straight line. This representation truly re-
flects the discontinuous nature of the DG solution. Since no limiters
and Hermite WENO-reconstruction are used to eliminate the

spurious oscillations for the underlying DG (P1) method, the
over- and under-shoots in the vicinity of the shock waves are
clearly visible. Besides, the calculations show a good agreement
with experiment data. This example clearly demonstrates that
the IRDG (P1P2) is able to maintain the linear stability of the under-
lying DG method.

The plots of logarithmic density residual versus time steps and
CPU time for RDG (P1P2) methods are shown in Fig. 16. The implicit
solver with HLLC full Jacobians at a CFL number of 105, is over 30
times faster than its explicit counterpart in terms of CPU time. It
is found when the simplified Jacobians are used, stability will not
be maintained if a CFL number of 105 is applied after the same ini-
tial steps. As a result, it needs 2.5 times more time steps and 3.5
times more CPU time for full convergence at a CFL number of 104

than the implicit solver with HLLC Jacobians, due to the fact that
more inner iterations in the GMRES process are required for each
time step.

5.4. Subsonic flow over the wing/pylon/finned-store configuration

The fourth case is for the subsonic flow over the wing/pylon/
finned-store configuration reported in Ref. [50] at M1 ¼ 0:5 and
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Fig. 15. Pressure coefficient distributions for ONERA M6 wing at six span-wise locations, M1 ¼ 0:699 a ¼ 3:06" .
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a ¼ 3:06". This test case is conducted to test the performance of the
IRDG (P1P2) method for computing flows over complex geometric
configurations. The configuration consists of a clipped delta wing
with a 45! sweep comprised from a constant NACA 64,010 sym-
metric airfoil section. The wing has a root chord of 15 in., a semi-
span of 13 in., and a taper ratio of 0.134. The pylon is located at
the midspan station and has a cross-section characterized by a flat
plate closed at the leading and trailing edges by a symmetrical

ogive shape. The width of the pylon is 0.294 in. The four fins on
the store are defined by a constant NACA 0008 airfoil section with
a leading-edge sweep of 45! and a truncated tip. The mesh used in
the computation is shown in Fig.17(a). It contains 328,370
elements, 62,630 grid points, and 14,325 boundary points.
Fig. 17(b)–(d) show the computed pressure contours from the front
side view, on the upper and lower wing surface, respectively.
Fig. 18 shows a comparison for logarithmic density residual versus
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Fig. 16. Logarithmic density residual versus time steps (left) and CPU time (right) for RDG (P1P2) for transonic flow past ONERA M6 wing at M1 ¼ 0:699; a ¼ 3:06" .

Fig. 17. (a) Surface mesh for the wing/pylon/store (328,370 elements, 62,630 points, 14,325 boundary points). (b) Computed pressure contours from the front side view at
M1 ¼ 0:5; a ¼ 3:06" . (c) Computed pressure contours on upper surface at M1 ¼ 0:5, a ¼ 3:06" . (d) Computed pressure contours on lower surface at M1 ¼ 0:5; a ¼ 3:06" .
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Fig. 18. Logarithmic density residual versus time steps (left) and CPU time (right) for RDG (P1P2) for subsonic flow past wing/pylon/store at M1 ¼ 0:5; a ¼ 3:06" .
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time steps and CPU time between the explicit and implicit solvers
for RDG (P1P2). Only the implicit solver with HLLC full Jacobians is
tested in this case. The IRDG (P1P2) solver obtains a speedup of
more than two orders of magnitude than the explicit solver. In fact,
the explicit solver is already not a practical choice in this case. Fur-
thermore, it is even impossible for explicit solvers to fully converge
the flow at all for some more complex configurations. Therefore
the developed IRDG (P1P2) method has again proved its superior
performance and offers the feasibility in large-scale engineering
applications.

6. Conclusions

An implicit Hermite WENO reconstruction-based discontinuous
Galerkin method, IRDG (P1P2), has been presented to solve the
compressible Euler equations on tetrahedral grids. An LU-SGS pre-
conditioned matrix-free GMRES algorithm has been applied to
solve an approximate system of linear equations arising from the
Newton linearization. A variety of three-dimensional test cases
have been conducted to demonstrate that this developed IRDG
(P1P2) method is able to achieve a speedup of at least two orders
of magnitude faster than its explicit counterpart, provided that a
well approximated Jacobian matrix is necessarily implemented as
the preconditioning matrix. The numerical experiments also indi-
cate that this IRDG (P1P2) method can maintain linear stability in
smooth flow and nonlinear stability at the presence of weak
discontinuities, and deliver the desired third order of accuracy:
an order of accuracy higher than that of the underlying DG (P1)
method, without significant increase in computing cost and mem-
ory requirements. The current development is focused on the
extension of the IRDG method on tetrahedral grids for all speeds.
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